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1. Objéctives and Accomplishments

1.1. Objectives

The main objective of this program was the development of innovative optical
receiver technologies that may satisfy the requirements imposed by free-space optical
interconnects. Our proposed approach included:

i) Evaluation of technologies that enable the amplification of signals optically prior

to photodetection or electrically afterwards.

ii) Development and characterization of novel optical-amplifier technologies that
could provide potentially low power, small physical size, large bandwidth, and
integrability with Si-CMOS technology.

iii) Study of the integration of amplifiers with silicon IC s by flip-chip bonding
technology.

1.2. Accomplishments

With these broad objectives in mind the following studies underlined below have lead to
the following accomplishments: »

1.2.1. Modeling of electronic receiver circuits and investigation of the
performance scaling of these receivers with the scaling of microfabrication
technologies.

To this end, we have carried out a comprehensive detailed modeling of electronic
post-optical detection amplifiers based on CMOS technology. We have optimized -
such receivers for FSOI applications. We have validated our models by experimental
verification using MOSIS foundry. We have demonstrated the successful operation of
CMOS trans-impedance amplifier based receivers fabricated in 0.35micron process
with optimized performance for FSOI links performance. This work resulted in the

following two journal publications:
D.A. Van Blerkom, Fan, C., Blume, M., and Esener, S.C., "Transimpedance receiver design
optimization for smart pixel arrays," Joumal of Lightwave Technology, vol 16, no.1, IEEE,
p.119-26, January 1998.

Kibar, O.; Van Blerkom, D.A.; Fan, C.; Esener, S.C., "Power minimization and technology
comparisons for digital free-space optoelectronic interconnections", Journal of Lightwave
Technology, vol.17, (no.4), IEEE, p.546-55, April 1, 1999

and a Ph.D. thesis
D. A. Van Blerkom, “ Mixed signal CMOS circuits for Free Space Optical Interconnects:
Design, Optimization and System Integration”, Ph.D. Thesis, UCSD, 2000

Details of this work is presented in Appendix III and IV. These sections are partial
reprints of the Van Blerkom Ph. D. thesis.




1.2.2. Modeling and evaluation of optical pre-amplification techniques
1.2.2.1. Investication of the applicability of doubly-resonant optical
parametric amplifier to FSOI

We have evaluated the possibility of using optical parametric amplifiers in FSOL We
studied and modeled such amplifiers. However, we have concluded at the end of the
first year that these types of amplifiers will remain too bulky for use in integrated
FSOI svstems. We have than focused our research effort onto VCSEL amplifiers.

1.2.2.2. Investigation of VCSEL amplifiers and optimization of the gain-
bandwidth product and the optical coupling efficiency for FSOI

applications.

To this end, we have designed, modeled and evaluated VCSEL amplifiers. We have
investigated the trade-off between the threshold power and the optical gain. We have
studied methods to improve the coupling efficiency of the optical signals to the
VCSEL amplifier. Our findings are summarized in the following publication

Kibar, O., Van Blertkom, D., Fan, C., P. J. Marchand, P.J., and Esener, S.C., "Small Signal
Equivalent Circuits for a Semiconductor Laser," Applied Optics 37, pp. 6136-6139, September

1998.

This investigation constituted the bulk of our research effort in this program and led
to the conclusion that optical amplifier arrays based on the VCSEL structure are-
feasible. We believe that such optical amplifiers can find applications in different
fields ranging from free space optical interconnects and communications (including
satellite communication) to Lidar applications for 3-D imaging. A detailed summary
of these results is provided below. |

Details of this study is presented in Appendix V. These sections are partial reprints of the -

Van Blerkom Ph. D. thesis.

1.2.3. Experimental demonstration and characterization of a VCSEL amplifier

To tbt" end we have experimentally characterized the relevant properties such as
optical gain, signal bandwidth, and RIN noise of single element VCSEL amplifiers.
We have also studied approaches to convert the VCSEL amplifier into a low voltage

light modulator. Our studies led to the following publications _

Kibar, O.; Marchand, P.J.; Esener, S.C., "Gain-bandwidth product of a VCSEL amplifier”,
Conference Proceedings. LEOS '98. 11th Annual Meeting, Orlando, FL, USA, Piscataway, NJ,
USA: IEEE,. p.221-2 vol.2, Dec. 1998 '
Wen, P., Sanchez, M., Kibar, O., Esener, S.C., "Low-voltage, high contrast-ratio, low-noise
VCSEL modulator," OSA topical meeting on Optical Amplifiers and Their Applications, Quebec
City, Canada, July 1, 2000 ’

A patent disclosure has been submitted on the low voltage modulator application.
Esener, S.C., Kibar, O., “Ultra-Low Voltage, High Contrast Ratio, High Speed Spatial Light
Modulator” UC#1999-075 '

Details of these studies are presented in Appendix V

2. Background

Free-space optical interconnects (FSOI) are being considered as a potential
technological approach for reducing the latency and the power dissipation of off-chip
data communications. Compared to an all-electronic processing system, a free-space




optical interconnection system contains photonics layers that provide electrical-to-optical
and optical-to-electrical signal conversions. Photonics layers typically include optical
transmitters and their associated drivers in the input plane, optical routing elements, and
optical detectors and their associated amplifiers in the output plane. The optical elements
in the layer are used to route the input optical signals toward the output plane and achieve
the required communication topology.

The power efficiency and the communication bandwidth achievable in a photonic
layer are critical for enabling the pervasive use of optical interconnects between chips.
Previous to this program, our modeling studies had revealed that FSOI can become a
viable approach for implementing high speed (>1Gb/s per channel) and high density
interchip communication channels only if the photonics layer could provide a higher
bandwidth and consume an equal or less power than conventional electronic systems.
With recent progress made in transmitter technologies, optical receivers have now
become the performance limiting factor in an FSOL

The primary thrust of this program was therefore to investigate new technologies for
implementing high-performance receivers for (FSOI). Besides high bandwidth
requirement (.5-2.5Gb/s), an optical receiver in FSOI applications must have significant
gain to minimize the required optical power while satisfying the noise margins of
electronic logic circuits. In addition, low electrical power dissipation is required to
achieve an overall large aggregate bandwidth in a given area. Furthermore, the receiver-
design should be made area efficient. Unlike their counterparts for long haul
telecommunication systems, the performance of optical receivers used in FSOI is limited
by gain-bandwidth product rather than noise behavior. This is because the minimum
input optical power to the receiver depends on the voltage requirement of the logic
circuitry, rather than the receiver noise as in the case of optical fiber communication.

Thus amplification of the signals received at the destination become especially important
to maintain power efficiency and bit error performance of the link. To amplify the signal
prior to the receiver amplifier, onc-can use either optical amplifiers prior to the detection,
or photodetectors with gain. Phoiodetectors with gain, such as avalanche photodiodes and
phototransistors, have been investigated by many researchers for more than two decades.
The concern in using avalanche photodiodes is gain stability and the required large bias
voltage. Gain stability requires a rather extensive circuit to achieve good feed-back gain
control. Implementing 2-D arrays of avalanche detectors remains, therefore, a difficult
task. In addition, avalanche photodiodes require high operating voltages that increase the
electrical power dissipation significantly at high operating frequencies. Phototransistors
are basically an integrated version of photodiodes and bipolar transistors. The transistor
structure has to be modified to accommodate photodetection. This results in a large
collector junction and a reduced bandwidth. -

Optical amplification is inherently fast, because the multiplication process takes place
in the photon population rather than in the electron population. Optical amplifiers can be
considered independent from electronic logic technologies. Consequently they can be
used to complement any post detection amplifiers. It is with these considerations in mind
that we performed the studies outlined earlier and described in greater details in
appendices below.
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Appendix III: Receiver modeling and optimization

Receiver sensitivity, speed, power consumption, and area requirements are critical to the
design of opto-electronic ICs. In this Appendix III, we present a receiver model and an
optimization methodology that enables the design of optimal receivers. We have shown
that the receiver sensitivity is limited by the gain-bandwidth product of the receiver
amplifiers and the minimum noise margin required at the logic circuits. The method for
minimizing the total power, including the electrical power of the receiver and the
transmitter, yields an increase in the required optical power at the receiver and a decrease
in the total power dissipation. This is important, as the effective area of a receiver due to
power density considerations will be larger than the actual layout area. Our approach is
not limited to CMOS based receivers. With a complete description of the amplifying
stage gain, bandwidth, and capacitances, a similar optlmlzatlon can be done for other
technologies.

Optical receiver circuits for FSOI are typically mixed mode circuits with an analog front

end and a digital decision making circuit. To properly analyze analog circuits, it is

important to have a reasonably accurate mathematical model of MOSFET performance.

On the other hand, a model with an excessive number of parameters is intractable for

hand analysis and fast computer simulations, as well as obscuring the physical processes

involved. Modern sub-micron SPICE or HSPICE models require more than 50-
parameters to model a MOSFET in all of its possible regions of operations. Models

which use blnmng so that different parameters can be used for different device

dimensions require even more. Unfortunately, even with this huge number of parameters

these models often fail to accurately model device performance.

The MOSFET model that we have developed and used to optimize trans-impedance
amplifiers for FSOI receivers is a simple one, designed to model devices in the saturation
region of operation. It is based on models described in the literature, and includes the
short-channel effects that dominate performance at sub-micron dimensions. It does not
attempt to reproduce the accuracy of the more extensive models. However, the accuracy
lost when using only a few parameters is often inconsequential, because the inherent
accuracy is limited by CMOS process variations.

Optical receivers can be classified as high-impedance, transimpedance, and low-
impedance, depending on the pre-amplifier design. When the timing of the optical signal
is known, an integrate-and-dump pre-amplifier design can be used as well. The four
receiver classifications are shown in Figure III.1.

III-1
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Figure IIL.1: Receiver classifications: (a) low impedaﬁce, (b) transimpedance, (c)

high impedance, and (d) integrate-and-dump.

receivers have a broad bandwidth, but poor sensitivity. High-impedance receiver

have much better sensitivity, but require some form of equalization to achieve a

usef::] bandwidth. The transimpedance receiver, which uses negative feedback to
broaden the bandwidth while maintaining a reasonable sensitivity, provides a good
compromise between the two extremes. In addition, the use of feedback self-biases

the pre-amplifier to the high-gain region of operation. This chapter assumes a

transimpedance receiver design.

The integrate-and-dump pre-amplifier can potentially provide much bet-

ter sensitivity than all of the other pre-amplifiers. It does this by integrating the
photocurrent on a capacitor over the entire bit-period, instead of directly convert-
ing the photocurrent to a voltage. A comparator can then be used to decide if
the integrated charge represents a one or zero bit. This is the principle of opera-

tion for the clocked sense-amplifier based receivers discussed by Woodward in [55).
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Figure II1.2: Transimpedance receiver block diagram.

It has also been applied to electrical interconnects by Sidiropoulos and Horowitz
[56]. However, these receivers must be reset before evei'y bit, thus requiring ei- -
ther return-to-zero (RZ) signaling as in [55], or two interleaved pre-amplifiers as
in [56]. In addition, precise timing information must be available to determine the
integration period. These receivers are an area of continuing research.

The operational model of a transimpedance receiver can be broken into
five components, as shown in Figure II1.2 — the transimpedance amplifier (TIA),
the voltage amplifier, the decision circuit, the digital o fer, and the data latch.
The transimpedance amplifier converts the photo-curreﬁt from the detector to an
analog voltage. This voltage is then amplified by the V-'oltage amplifier to match
the requirements of the decision circuit. The decision circuit provides a digital
voltage output to the following digital buffer. The latch then Samples and re-
synchronizes the receiver output to the local system ciock. A current bias at the
detector is used to provide an offset to the detector current. This is done so that
the amplifier input swings around the bias point, which is set by the self-biasing
action of the transimpedance amplifier to the point in the transfer curve where

Vin = Vo (Figure I11.3). The current bias can be further increased to compensate
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Figure II1.3: Effect of the current bias on amplifier voltage swing (thick arrow):

(a) without current bias and (b) with current bias (zero extinction ratio assumed).

for a non-zero extinction ratio (i.e. optical power is present when transmitting a
zero). . | ‘

The analysis of tfle receiver is separated into two regimes, as shown in .
Figure II1.2. From the photodiode to the decision circuit, the voltage swings are
relatively small, and a small-signal analysis can be used. From the decision circuit
to the data latch, the voltage swings are at typical digital levels, and a switching
time analysis is more appropriate.

In this chapter, no coding of the signal is assumed. Without a DC
balanced code, the receiver 'compone'nts' must be DC coupled, and the decision
threshold cannot be derived from the signal but must b;é generated internélly. DC
coupling also implies that the DC bias conditions mu.;:t be the same for all the
amplifying stages. In addition, because of the large size and performance-limiting
parasitics of on-chip inductors, this analysis does not include desfgns with induc-
tive peaking. A separate optimization of inductive péaking in optical receivers is
described in [57]. |



III.C.1 Gain stage

A transimpedance receiver can include many amplification stages, in both
the TIA and the voltage amplifier. A fundamental issue in designing a receiver
is the choice of the gain stage circuit design. Since the stages are DC coupled,
the bias points must be the same for all the stages. This ensures that the entice
amplification chain will be biased in the high-gain region. For this reason, a given

receiver’s gain stages are all chosen to be identical in this study.

Gain stage options

Basic gain stage designs are depicted in Figure III.4. A detailed analysis
of these gain stages can be found in standard textbooks on analog design (e.g. [58]),

and is summarized here. The amplifiers are assumed to be biased at V, = Vju:

The simplest possible design is a CMOS inverter (Figure II1.4(a)), which requires )

no bias voltages and only two transistors. This gain stage has the highest gain-
bandwidth product when driven by a ideal voltage source, but this is partially
offset by the larger input capacitance due to the PMOSFET when driven from
a high impedance source. The gain is not very adjustable by the designer, as
the bias current cancels out to first order in the gain equation. In addition, the
gain is sensitive to process variations, as it depends on both NMOS and PMOS
parameters. Another problem is that the gain falls off rapidly around the bias
point, limiting the valid region of the small-signal analysis. The stage also swings
from rail to rail, which is of course one reason it is preferred for digital circuits. For
a receiver, however, a gain stage with a large output swing can reduce the dynamic
range by slowing down the receiver when it is operated with a larger input optical
power than the minimum required optical power. This is due to the limited slew
rate of the amplifier when it is operated beyond the small-signal limits.

The next simplest stage is the current-source inverter (Figure I11.4(b)),
which replaces the signal voltage on the PMOSFET with a constant bias voltage.

This stage can have a lower input capacitance than the CMOS inverter, but since

III-5



the transconductance of the PMOSFET is not used it also has a smaller gain.
ﬁoxxre\'er, the bias voltage gives more freedom to adjust the gain of the stage,
which can be tuned over a relatively wider range than that of the CMOS inverter.
In addition, with proper biasing the power supply rejection ratio of this gain sﬁage
can be improved over that of the CMOS inverter, as discussed in Section III1.D.9.

Both of these designs suffer from the Miiler effect, which multiplies the
parasitic capacitance between the gate and drain of the input MOSFET by the
gain. This effect is avoided when using a cascode design (Figure II1.4(c) & (d)).
The cascode transistor, which is basically a common gate amplifier, also greatly
increases the gain at the expense bf band\nridth; However, the gain in this case
cannot be determined very accurately, as the inaccuracies in the modeled output
conductance are effectively squared by the cascode action. In addition, the par-

asitic capacitance of the additional transistor lowers the gain-bandwidth of these

amplifiers to below that of the non-cascode amplifiers. Other disadvantages are .

the multiple bias voltages required, and poor performance at srhall_er power supply

voltages due to the extra voltage drop required across the cascode transistor.

The gain stage design used in the receivers described here is the ratioed -

current-source (RCS) inverter, and is shown in Figure III.4(e). This gain stage
is also called a current-steering amplifier (CSA) i~ [59], which describes its use
in a PLL design. This gain stage is based on tlie current-source inverter (FETs
M1 and M2), but includes an additional diode-connected transistor (M3) at the
output. M3 serves to shift the output pole to higher frequeﬁcie’s, by reducing
the small-signal impedance on the inverter’s output node; it also. simultaneously
reduces the gain of the inverter. This allows more precise control over the gain
and bandwidth of the stage, which is critical to determining the receiver’s transfer
function. The maximum output swing of the RCS inverter is reduced from that of
the other inverters, which as previously mentioned can increase the dynamic range

of the receiver. This gain stage circuit, or a similar design where the current-source

inverter is replaced with a CMOS inverter, has been used in prior GaAs and CMQOS
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Figure III.4: Gain stage circuit designs: (a) CMOS inverter, (b) current-source
inverter, (c) telescopic cascode, (d) folded cascode, (e) ratioed current-source in-

verter

OEIC receivers [24],[40]. High gains can be obtained from this low-gain stage by
simply cascading the stages. ‘

Figure IIL.5 compares the gain variation for a CMOS inverter and a RCS
inverter across 11 runs of 0.5 um CMOS from MOSIS. The two gain stages were
designed to have the same bias power dissipation. Also shown on the graphs is
a gaussian fit to the gain distributions. The RCS inverter’s gain is more tightly
controlled than that of the CMOS inverter. This also means the RCS inverter has
a more precisely defined input capacitance, because the Miller effect depends on
the gain. _

Figure II1.6 demonstrates how much more adjustable the gain of the RCS




1CMOS inverter -
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Ratioed current-source inverter
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Figure IIL.5: Normalized gain variation for the CMOS inverter and the RCS in-
verter across eleven 0.5 umn MOSIS runs. The RCS inverter has a smaller variation

across process variations.

inverter is compared to that of the CMOS inverter. By varying the bias voltage
V,s and transistor size Wy, the géin of the RCS inverter can be tuned over a wide
range. In comparison, the CMOS inverter’s gain is relatively constant over changes

in Vj, and W,.

RCS inverter design

Having chosen the RCS inverter as the fundamental gain stage, an anal-
ysis of its performance can be developed. Referring to Figure III.4(e), the output
voltage and the input voltage are the same when biased in the high gain region,

Vin = I/;;,t = V,,. The bias voltage V;, on M2 is chosen to be the same as its

II1-8



Figure II1.6: Normalized gain versus V,, and W, for the CMOS inverter and the
RCS inverter in 0.5 urn CMOS. Unlike the CMOS inverter, the RCS inverter’s gain

is adjustable over a wide range.

Table II1.1: Gain stage comparison

Gain Stage Gain | Bandwidth | Accuracy |
CMOS inverter med high poor
Current-source inverter low high poor
Telescopic cascode high low bad
Folded cascode high low bad
Ratioed current-source inverter:. low high good

bias drain voltage, Vi, to ensure that it remains in saturation. The gain of the

corresponding current-source inverter (i.e. Figure II1.4(b)) is given by:
Ag= —ImL__ o (I11.1)

9ds1 + Gds2

Using the equations for the MOSFET small-signal characteristics (Equa-
tions II.2 and II.4), it can be seen that this gain depends only on the gate-source
voltage of M1. Changing the value of W, changes the bias current but does not
alter the gain. However, when the effect of M3 is taken into account, the transcon-
ductance of M3 adds to the output conductances in the denominator of Equation
II1.1. This means the ratio of W, to W3 becomes important. Small values of this

ratio correspond to low gain, high speed amplifiers, whereas larger values corre-
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spond to higher gain, lower speed amplifiers. The gain is calculated to be

Wi
Ay =gmBR, = - 1.2
Gt Ws + (Wh + Wa)Ap! ( ' )
where Ro is the output resistance given by
! (IIL3)

® " (gas1 + 9as2 + 9ds3 + 9m3)

Note that for large values of Ay, the gain becomes simply the ratio of -

the two widths, %‘% In this ideal case, the gain would be set by the geometry of
the design, and would not depend on the transistor characteristics. Unfortunately,
the value of Ay is typically not large enough to make the additional terms in
Equation III.2 negligible, although it does improve the performance with respect

to parameter variations, as shown previously in Figure IIL5.

If this gain stage is the last or only stage in the TIA, it has a feedback

resistor at its output. This feedback resistor lowers the gain of the amplifying stage .

it loads. Taking into account the effect of the feedback resistor, the loaded gain

A is given by:
7 — AURf - Ro
v R, + Rf

The input and output capacitances of the amplifying stage can be written

A (IIL4)

Cin,amp = CgstI . . (IHS)

Cf,amp = CgowWI ' (IHG)
Cin.amp,miller = [C_;;sw '+' Cgow(l + Au)] I’Vl (IH7)
lel.,amp = Cjw"'VI + (Cgow + Cjw) W,y + (Cgsw + Cj'w) WS (IHS)

where the second term in Equation III.7 is due to the Miller effect. The

width of M2 can be determined by equating the currents in the P and N channel

1I-10
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Figure II1.7: Z ratio vs. V,/Vyq for three CMOS processes.

devices, and is given by W, = Z(IV; + W;), where Z is (using Equation II.1):

— /3n(V9.9 - ‘/tn)2 [1 + op (V:id - Vqs - ‘/tp)]
5P(Vdd - V.:)s - th)2 [1 + On (Vys _~I’2n)]

Figure II1.7 plots the value of Z versus V,,/Vy for the three CMOS pro-

Z

cesses described in Section II.A. Z varies from approximately 0.1 at Vs = 0.2V
to 10 at Vj, = 0.7Vyq, for all three processes. The curve for 0.1 um CMOS is offset
to the right due to the larger V;/Vy, ratio in this process, which arises from the
difficulty in scaling the threshold voltage as mentioned in Section IL.A.

The pole at the output of the amplifying stage determines its 3-db band-
width. This pole can be written, '

1
271'Ro (Cout,amp + Cnezt)

fosa = (II1.10)

If this stage is loaded with a feedback resistor, it will act in parallel with
the output resistance, moving the pole to: -

1
277Rj (Cout,amp + Cnezt)

flaa = fam + (I11.11)

Crext in (I11.10) and (IIL.11) is the input capacitance of the next ampli-
fying stage, Cin amp.mitter, O the input capacitance of the decision circuit, Cy,, if

this is the last stage in the receiver. Thus, given the CMOS process parameters,

(IIL9)
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Figure II1.8: Gain stage voltage bias generator.

the gain and bandwidth of the RCS inverter can be written in terms of W) and
Vys (and Ry if necessary). _ |

The gain stage voltage bias V, can be generated from an additional gain
stage by tying its input and output together, as shown in Figure II1.8. If a lower

output resistance is required from the bias generator, several stages can be used.

Capacitive de-coupling of the voltage bias can also be used to keep the shared

voltage bias line from providing positive feedback which would lead to oscillations.

De-coupling is discussed in Section II1.D.9.

III.C.2 Feedback resistor

A feedback resistance is required in the transimpedance amplifier, as
sitcwn in Figure III.16. Unfortunately, the fabrication of high quality resistors
in standard CMOS is difﬁcﬁlt. Unsilicided poly-silicon‘ can be used (if the silicide
blocking option is available), but the sheet resistance of the poly is still low, around
150 ohms/square. This means that the parasitic capacitance for iarge resistance
values severely limits the receiver speed, as well as requiring a large layout area.
The best option for small parasitics is to use small MOSFETSs operating in the
linear region.

.The implementation of the feedback resistor in this analysis is shown in
Figure II1.9. The circuit consists of a NMOS and PMOS transistor connected in
parallel. The PMOS gate is controlled by a tunable voltage Vys;, while the NMOS
gate is controlled by a tunable voltage V5. The PMOS well is tied to the bias

HI-12
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Figure II1.9: Feedback resistor implementation.

voltage Vj to reduce the impact of the body effect. The transistor sizes are chosen
as small as possible in both width and length to reduce the junction parasitics and

the channel charge.

This complementary design for the feedback resistor is used to attempt

to reduce the non-linearity caused by the asymmetry of the voltage swing across -

the resistor terminals. The terminal connected to the input of the TIA varies by

8V around V;, whereas the terminal connected to the TIA output varies by A4V,

where A is the voltage gain of the TIA. This means that the NMOS transistor will .

be turned on to a greater extent when the output of the transimpedance amplifier
is low versus when it is high. The PMOS transistor balances this trend by turning
on when the transimpedance amplifier output is high. .
Figure II1.9 also shows the source-well junction diode on the PMOS tran-
sistor. Because the well of the PMOSFET is tied to V;, the diode will conduct
when a voltage larger than a diode drop above V; appears at the output of the
TIA. The diode is not conducting during normal operation, because the output
swing of the TIA is not required to reach this forward turn-on voltage. However,
when the TIA is over-driven the diode provides a current path that limits the
output swing. This limiting effect can extend the dynamic range of the receiver
by reducing internal voltage swings when the input optical power is larger than

required. Note, however, that the junction capacitance seen at both the source

11-13
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Figure III.10: Current through a feedback resistor versus voltage drop across it.
The resistance was designed to be 7K. The contributions from the NMOS and
PMOS devices are shown.

and drain of the PMOSFET is larger than if the well were tied to Vg, due to the

reduced voltage drop across the junctions.
Figure II1.10 shows the contributions from the NMOS and PMOS devices
for a 7TKQ feedback resistance and a gain of A = 10. Note that when a voltage

amplifier is used after the TIA, the required output swing from the TIA is smaller, -

and much better linearity can be achieved.

III.C.3 Decision circnit

The decision circuit is chosen to be a current-source inverter (Figure
II1.4(b)) instead of a RCS inverter. This is because a precise géin’ is not required
in the decision circuit, and the RCS inverter’s limited voltage output swing is not
appropriate for the decision circuit, which must produce digital logic level outputs.
The ratio of the PMOS to NMOS width in the current-source inverter is calculated
to make the inverter switching voltage the same as the bias volﬁage V. This ensures
that both transistors are in the saturation region at the sivitching point. This ratio
is given by the parameter Z defined in Equation II1.9.

The operation of the decision’ circuit is non-linear, and a small-signal
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Figure III.11: Decision circuit output levels versus switching voltage for three

CMOS processes. The input voltage swing is from V3 — 10%Vy to V4 + 10%Vy,.

analysis is not applicable. A minimum voltage swing, AV, must be input to the
decision circuit to ensure an adequate output swing. This input voltage swing is
the width of the voltage transition region of the decision circuit.

The width of the transition region for the decision circuit is given ap-
proximately by AV = 20%Vys. Using this value of AV, the output levels of the
decision circuit are shown in Figure III.11 for different values of V;. Each value of
V, corresponds to a different design ratio of PMOS to NMOS width. Note that
as Vj increases the NMOS size decreases. This reduces the pull-down ability ~
the NMOS device, thus .allowing the low output level to rise. However, withk the
given AV the output swing is at least 60%Vyy for all values of V;. If the follow-
ing Schmitt trigger also has a transition region width of 20%V;1d around Vg,/2,
then this output swing is large enough to switch the Schmitt trigger and provide
a margin of 20%Vy4 on either side for reliable operation in the presence of noise
and parameter variations. Of course, special care must be taken to avoid digital
switching noise from entering the small-signal part of the receiver, as there is no
such noise-margin there. This is discussed further in Section III.D.9.

The ratio of the PMOS to NMOS width is set by V,, bﬁt the absolute

values of the widths are determined by the required switching speed. If large widths

, .
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Figure II1.12: The decision circuit output rise time is made equal to that of a

minimum sized CMOS inverter by setting the width of W2 such that I, — I = I,,.

are chosen, the decision circuit will be able to switch its load capacitance quickly,

but will present an unacceptably large load to the receiver amplifier and thus slow

it down. On the other hand, if the devices are undersized, then the decision circuit .

becomes the speed limiting circuit in the receiver. To analyze the affect of the

decision circuit, its speed must be characterized in terms of the transistor widths.

The decision circuit rise time is typically slower than its fall time, due

to the smaller pull-up strength of the PMOS transistor. In order to develop an
equation for the decision circuit rise time, we first find the condition where the
rise time is equal to that of a minimum sized CM.CS inverter (with PMOS v(ridth
W, = 3Wpi, and NMOS width W, = Wp,;,). Thé initial charging currents when
the input is switched from high to low are set equal bsr an appropriate choice of

W2:

L-L=1, ' (IIL.12)

where I, is the inital charging current of the PMOSFET in the CMOS inverter
(with Voo = Vya), I is the charging current through M2 (V2 = Vi — V3), and

I, is the discharging current through M1 (V,; =V, — %K). These currents are

shown in Figure II1.12. The width of M2 (and thus of M1 through the factor Z)

is chosen to solve Equation II11.12. Figure IT1.13 shows the values of W; and W,
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Figure III.13: Decision circuit transistor widths which produce a rise time equal
to that of a minimum sized CMOS inverter. Widths are in terms of Wy,,;,, for the

0.5 um CMOS process. Curves are shown for W) and W, for AV = 20%Vy,.

versus V}, for the 0.5 um CMOS process.

The rise time of the decision circuit can thus be written in terms of the

rise time of a minimum sized CMOS inverter, as:

I Chrezt '
t =291 —’) ( nez ) 11113
7 (I2 - Il 1+ Cmin ( )

Cnin 18 the input capacitance of a minimum sized inverter and 7y, is the RC time

constant of a minimum sized inverter, as given in Section II.B.

III.C.4 Digital Buffer

The first stage of the digital buffer is a small CMOS Schmitt trigger. This
is followed by a cascade of CMOS inverters, starting with a minimum-sized inverter
and scaling upwards in size by a constant factor g (Figure I11.14). This super-buffer
arrangement presents a small load capacitance to the' decision circuit, while the
super-buffer output drive capability can be increased by adding additional scaled
stages.

The ratio of input transistor width to feedback transistor width in the
Schmitt trigger is chosen to give a hysteresis loop with a width V},s of approxi-

mately 20%Vyq around Vy/2. This ratio is given by [60]:
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Figure III.14: Digital buffer.

o Va=Vaa \' 1-02  \* .
B, = ( ) = 05) (IIL.14) |

Vg + Vayse — 2V, 1+0.2-2(
A minimum transistor is chosen as the NMOS feedback transistor, and the

two NMOS input transistors are sized at 2 and 3 times the minimum width. The

PMOS transistors are sized 3 times iarger than the corresponding NMOS transistor. -

Using the transistor widths shov{rn in Figure III.14, the input capacitance of the
Schmitt trigger can be written in terms of the input capacitance of a rhirirpum
sized inverter (Cp;n). This input capacitance is approximately 5Cmin- . |

The Schmitt trigger circuit is included to suppress oscillations due to
unintended feedback from the super-buffer into the receiver amplifiers and decision
circuit. By adding this hysteresis to the digitél buffer, the switching of the super-
buffer does not occur when the decision circuit is in its highest gain region of
operation. This and other sources of insfability are discussed further in Section
II1.D.9.

The final super-buffer stage drives the latch capacitance Cigen. Expres-
. sions for the propagation delay and output rise time of the super-buffer are given
in Section II.B. The number of stages is chosen to minimize the propagation delay,

while maintaining a fast enough edge rate such that the data input to the data
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Figure II1.15: Timing margin for data latch, including jitter and skew.

latch is stable around the clock edge. This depends on the input capacitance of

the data latch, Ciaten.

II1.C.5 Data Latch

The last component of the receiver is the data latch.. The latch samples
the output of the digital buffer at the rising edge of the system clock. The sampled
value is stored until the next rising edge. This allows the incoming data to be .
resynchronized to the local clock. The latch has an input capacitance of Cigsen.
The data must be stable at the input of the latch for a set-up time Z,es.p before the
clock edge, and a hold time 04 after the clock edge. The clock edge is nominally
aligned with the center of the received bit, although jitter and skew in the clock
and the data will cause the sampling point to move. The total timing margin over

which the data should be stable is shown in Figure II1.15.

ITII.D Receiver Model

Using the analysis for the receiver building blocks from the previous sec-
tion, the full receiver model can be developed. The transimpedance amplifier is

designed for stability by choosing an appropriate amount of feedback. The total
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Figure II1.16: Circuit for 1-stage and 3-stage transimpedance amplifier.

transimpedance and bit-rate of the receiver can then be calculated, as well as the
input equivalent noise, electrical power dissipation, and circuit size, given the re-
ceiver configuration. The receiver configuration is coded as N+P, where N is the
number of stages in the transimpedance amplifier, and P is the number of stages

in the voltage amplifier.

III.D.1 Transimpedance Amplifier

The transimpedance amplifier (TIA) converts an input current to an out-

put voltage. A feedback resistor R; determines the transimpedance,- and thus the

sensitivity of the amplifier. Larger feedback resistors increase the sensitivity of the

amplifier, but simultaneously reduce the amplifiers bandwidth. The bandwidth of
the amplification stages that make up the TIA limit the ultimate speed of the TIA.

Both one-stage and three-stage TIAs are considered in this study, and
are shown in Figure II1.16. Note that the TIA must have an odd number of
stages, so that the feedback is negative. For stability, an ofteﬁ used design goai
is to make the transfer function of the feedback amplifier “maximally-flat.” This
corresponds to no peaking in the frequency response, and a slight overshoot in the
time domain step response of 4.3%. For a transfer function with two dominant
poles, the maximally flat condition is when the two poles are complex conjugates,

and located at 45° from the axes in the left half s-plane (Figure I11.17).

1-20



111-21

Im
*~
. R
A
N
N
A
higher order 45°("«
poles L’ Re
/s
4
/
I'd
4
v

Figure II1.17: Dominant pole locations in the s-plane for the maximally flat mag-

nitude frequency response, with two poles.

One-stage TIA

The appropriate feedback resistor value to achieve a maximally-flat mag- .
nitude response from a transimpedance amplifier can be determined from its trans-
fer function. The small-signal circuit diagram for the one-stage TIA is shown in

Figure IIL.18. The corresponding transfer function can be written [23]:

A+ sB

Zr() = grp T E (I11.15)
where the constants are:
A=R,=AR; (IIL.16)
B = R,R,C; (I11.17)
C=1+A4, (111.18)
D = R,(Cin + Cou) + Ry(C; + Cin) + AR, C; (IIL.19)
E = R,Rf[(Cin + Cout)Cy + CinCont) (II1.20)

and A, = g R, is the unloaded open-loop voltage gain of the one-stage amplifier.
Note that in this section Cj, is the input capacitance to ground of the

amplifier and the photodiode capacitance, C,,, is the total output capacitance to
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Figure II1.18: Small signal circuit for the one-stage transimpedance amplifier.

ground of the amplifier plus the capacitive load of the next stage, and Cy is simply

the amplifier feedback:

Cin = de + Cin,amp : (111.21)
Cout = Cout,amp + Cnea:t ' . (11122)
Cs = Cromp : (III.23) .

When the parameters for the gain stage are known, the location of the

poles of the transfer function (Equation III.15) can be plotted as a function of

the feedback resistor value. Figure II1.19 is an example of this pole locus plot -

for a typical set of parameters. For large feedback resistances, the two poles are
both on the real axis, and separated such that the pole at the input is cleﬁrl}{ the
deminant pole. As the feedback resistance reduces, the poles move toward each
other until they merge. They then become complex conjugates, and move away
from the real axis in opposite directions. They also move towards the left due to
the broadbanding effect of the decreasing feedback resistance. .

Also shown in this figure are the two 45° lines that mark the maximally
flat pole positions. The intersection of thése lines and the root locus indicate the
feedback resistances that produce a maximally flat transfer function. In the figure,
two solutions are shown. The first solution has smaller pole values, and is therefore
slower than the second solution. On the other hand, the feedback resistance for
the first solution is larger than that for the second solution. These tradeoffs are

considered in the optimization procedure described in the next section.
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Figure II1.19: Pole locus for a one-stage transimpedance amplifier as the value of
Ry is changed. The intersection of the locus and the 45° lines marks the maximally-
flat solutions. Note that there are two solutions in this example. Parameters used
for the example are g,,, = 2.5mS, R, = 4kQ), Cip, = 140f F, Coyy = 50fF,Cy = 5fF.
Ry varies from 10k (at the Xs) down to 60092.

Analytically, maximally-flat response of equaticn IT1.15 occurs when: .
D?=2EC - (I11.24)

Solving equation II1.24 leads to the following quadratic eqpation in Ry:
R}[Cin + (Ay + 1)Cy*+R;[2R,Cin(Cin— AyCout)]+[R2(Cin + Cour)’] = 0 (I11.25)

For convienence, define two capacitance ratios:

= %’”  (1L26)
_ G

1
v Cin

(I11.27)

III-23



The normalized transfer function of the TIA can then be written, with w measured

in terms of oz
-9 -
Zt(a . w) = m (11136)

~ If the simplified solution (Equation II1.30) holds, then & can be written:

a= A= ’l;i‘-‘- . (IIL37)

Thus two equations, I11.33 and II1.34, determine the sensitivity and speed of the

one-stage transimpedance amplifier.

Three-stage TIA

Whereas the one-stage TIA has two poles, The three-stage TIA has four.
The pole locus plot for the three-stage TIA is shown in Figure II1.20, again for

a typical set of gain stage parameters. The poles start at the “X"s for large.

values of R;. There are three overlapping non-dominant poles, and one dominant

pole to start with. As the feedback resistance decreases, two of the three non-

dominant poles become complex conjugates and move toward higher frequencies.

The dominant pole and one non-dominant pole move towards each other on the

real axis, until they meet ar}‘i become complex conjugateé. These poles then move
apart and to the .right, eventually entering the right half plane at some small
value of Ry. The intersection of the two inner poles with the 45° lines marks the
maximally-flat solution. The figure also shows the poéition of the non-dominant
poles at this solution point.

One important difference between the three-stage TTA ahd the one-stage
TIA is the possibility for oscillation in the three-stagé TIA, as evidenced by the
dominant poles entering the right half plane. The proper choice for the feedback
resistor is thus critical.

The transfer function of the three-stage TIA can be approximated:

R;A3(s)

Zr(s) =17 A3(s) + sR;Cin

(I11.38)
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Figure IT1.20: Pole locus for a three-stage transimpedance amplifier as the value
of Ry is changed. The intersection of the locus of the dominant poles and the
45° lines marks the maximally-flat solution. Also marked are the location of the
non-dominant poles at this solution. Parameters used for the example are Om =
0.2mS, Ry, = 10kQ, Cin = 105fF, Cpye = C',, = 10fF. R; varies from 10M (at
the Xs) down to 1kQ.

The first two of three stages in the TIA drive an output capacitance of
Cou- The output capacitance of the third stage is C’,,, which may be different
from the previous two stages if the TIA is connected directly to the decision circuit.

The gain can then be written:

2
3 - gm 9m
Ay(s) = (R;l + sCo,,t) (R{," + sC;,LL) (IIL.39)

where R, is the output resistance of the third stage, which is the parallel

combination of R, and the feedback resistance R;.

RI — RoRf

b (I11.40)
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Substituting Equation IT1.39 in Equation II1.38, the full transfer function

can then be written:

R;A}(0)

_ 0.
Zr(8)= 17587 sC + D+ o°F (TI1.41)

The terms are:

A=1+A430) (Il142)

B =2R,Cout + R,Chs + R;Cin (I11.43)

C = R;Cin(2RoCout + RyChys) + RoCout(RoCout + 2R;,Cirt) (I11.44)
D = R;Cin(R2C2,, + 2R,Cout R\Cr) + RZC%,R,Crys (111.45)

E = R;C:,R2C%,,R.C.,, (I11.46)

If the two sets of conjugate poles are far apart, then MFM response will

1I-26

occur when B2 = 2CA. Assume that Ry is large enough so that R, = R,, and _

that Cin > Cou, such that RyCis 3> RoCous. Ry can then be approximated as:

_ 2R, A3(2Cou + C;yyy)
= G

R; (I1L.47)

In terms of the input poles and output poles, this means (with the simplifying

assumption that C,,, = Cl,,) :

Pout = 643 (IIL48)

where the input and output poles are:

1
Pin = RfCin (IH49)
1 (111.50)

| Pout = m

We have made the assumption that the feedback capacitance across the

three stages is negligible and the feedback resistance is much larger than the out-
put resistance, both of which are reasonable assumptions for the three-stage TIA.
However, for accuracy, the optimization program described later solves for the pole

locations numerically, using the equations given above for A through E.




Proceeding as before, the low-frequency transimpedance of the three-
stage TIA is found from Equation IIL.38 to be:

__ I
T=1¥4;3

(IIL51)

and the 10%-90% risetime of the three-stage TIA, when the transfer function is

maximally flat, is

2.2/2
tr= =5~ (IT1.52)
where the two inner poles are located at p1o = —a i

The location of the poles can be found by using Equation II1.48 in Equa-

tion JII.41. After simplifying, this yields the equation for the denominator:

.’L'2 13 4

U
1+.’L‘+'§'+1—2'+'2'1—6—0 ‘ . (IH.53)
s .

Using the roots of this equation gives the the value of & as

a=1.254%p; = ’;‘"g  (IIL53)

The non-dominant poles are approximately
(=7.75 £ 2.42)A3p;, = (—6.2 £ i1.94)x (II1.56)

The normalized transfer function of the TIA can then be written, with w measured
in terms of a:

84.4
(w? + jwl2.4 — 42.2)(w? + jw2 - 2)

Zi(a-w) = (IT1.57)

III.D.2 Voltage Amplifier

The voltage amplifier consists of a cascaded series of amplifying stages.
As mentioned previously, the stages are all identical and use the same design as
the stages in the transimpedance amplifier, to ensure proper DC biasing. The total
gain provided by a P-stage cascaded voltage amplifier is thus AP where A, is the

gain of a single stage as defined in Section III.C.1.

1-27



_ One important consideration in the voltage amplifier is the effect of pa-
‘rameter variations on the DC biasing. Small variations in the transistor parameters
can cause offsets that are amplified by subsequent stages in the ;mpliﬁer, such that
later stages may no longer be biased correctly. This problem is alleviated some-
what by the use of feedback in the TIA, but it must be taken into account in the
voltage amplifier. Typical offsets between identical transistors in modera CMOS
processes are in the 10 mV range. Sipce the gain of the amplifying stages is typi-
cally between 3 and 5, the maximum number of stages in the voltage ampIiﬁer is
limited to two to keep the offset at the output of the voltage amplifier below 250
mV . This insures that all stages are correctly biased and that the input to the
decision circuit swings about the threshold point. Although the offset improves
slightly for smaller line-length technologies, the voltage.swing reduces as well, in-
dicating that the two stage limit is a reasonable choice for all three technologies
considered [3]. |
The pole at the output of the voltage amplifier stage is at py: = —ﬁ‘%;
Putting this in terms of @ used above for the transimpedance ampliﬁef poles means

Pour = 2a for the 1-stage TIA, and p,,; = 4.8a for the 3-stage TIA. Thus, the 10%- ~

90% risetime of each stage in the voltage amplifier is:

2.2
= — T11.
= - (1)
for the 1-stage TIA, and )
2.2 .
t, = 180 | : (II1.59)

for the 3-stage TIA.
The normalized transfer function of the VA can then be written, with w

measured in terms of a:
j2r

for the 1-stage TIA, and
14.87
Zi(a-w) = (‘Ji—jm (111.61)

for the 3-stage TIA, both with the number of VA stages given by the variable p.
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Table ITI.2: Rise time co-efficients.

Coefficient Equation Value
X10 (2242’ 1.556
X131 \/ 22/2y* 4 (22y? | 1 905
X1z 3/(’-"2,_,—"5)2+2 2% | 2200

(2—’*’—2)2 1.556

(22)* | 1.622

+
\/(———2-2 2)? 1 2(22y? | 1 685
2 .8 i

II1.D.3 Bit Rate

The speed of the receiver amplifiers acting in cascade can be written in -

terms of the minimum signal rise time at the input to the decision circuit. This
can be found by adding the square of the rise times of each amplifier and taking

the square root of the sum:

tramps = \/ t2rra+p-tiya (111.62)

where p is the number of voltage amplifiers used in the receiver. Writing this in

terms of « gives:

(I1L.63)

where X is given in Table II1.2.
The rise time of the signal at the input to the digital buffer can be de-
termined from the rise times of each of the receiver components - the amplifiers

(tr,amps), the decision circuit (¢,,pc), and the input signal rise time (t,:,), as simply:

trout = \/in + 12 gmmne + 2 po (I11.64)
The maximum bit-rate that can be supported with this rise time is written

BRpaz = (I11.65)
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where ¢ determines what percentage of the bit period makes up the rise time.
Larger values of ¢ reduce the bandwidth requirement of the receiver, but increase
the amount of intersymbol interference in the recovered signal.;zt the input to the
digital buffer. If the output rise time is approximated as a single pole response,
then the bit-rate to 3-dB bandwidth ratio (a measure of the bandwidth efficiency)

can be calculated to be
BR 27

B - ‘23

In a synchronous NRZ receiver, ¢ can be taken to be about 60% without significant

(I11.66)

signal degradation [24]. This corresponds to a bit rate to bandwidth ratio of
approximately 1.7.

Receivers with a three-stage TIA are signiﬁcantly slower than ones with a

one-stage TIA, when both are constructed from identical amplifying stages. In gen-
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eral, it can be shown that when the number of stages in a feedback loop increases,

the bandwidth decreases [61]. However, in order to determine when three-stage
TIA based receivers are competitive, the transimpedance gain must be examined

as well.

III.D.4 Transimpedance Gain

The overall transimpedance gain, TZ, is the receiver’s output voltage
divided by the input current, and is given by the voltagé gain of the p-stage post-

amplifier times the transimpedance of the TIA:
TZ = AYZ; ‘ (I11.67)

For a receiver to operate correctly, a minimum average optical input power
is necessary. This is the optical power that results in a voltage swing AV to the
decision circuit. Dividing AV by the transimpedance of the receiver, TZ, yields

the required signal current.

. AV
g = -1-;2- (11168)




Dividing i; by the responsivity of the detector, R,q (in amps/watt) yields the

required average optical power:

a—

o 2Rp
where the factor of two accour.s for the assumption that half of the bits are on

and half are off.

(111.69)

— 1s
d

As mentioned in Section III.C.3, the value of AV for the decision circuits

used here is lgi The required average optical power is then:

- Vaa

Po“—‘ m (HIIO)

Even though three-stage TIAs are generally slower than one-stage TIAs,

they can provide higher sensitivities, indicating that they may be competitive at .

low bit rates. The optimization described below determines the break-even point

between one and three-stage TIA based receivers.

III.D.5 Power

The electrical power dissipation of the (N+P)-stage receiver is determined
from the gain stage bias current, I, and the power supply voltage, V44, and can
be written:

Fa=[(N+P)ly+Iu]Vae (II1.71)

where Iy, is the decision circuit bias current. _

There is additional power dissipation due to the switching of the node
capacitances in the receiver, but this component is orders of magnitude less than
the power dissipation due to the bias current. This isAbecause the signal swings

and the capacitances involved are small.

ITI.D.6 Size

In the optimized receivers, the NMOS transistor M1 is always the largest

transistor. This means the layout width of the gain stage cell is approximately
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Wi = Wdeil
Gain Stage = Decision Circuit

Figure II1.21: Layout floorplan of receiver gain stage and decision circuit.

determined by the width of this transistor, W,. The layout height of the gain
stage cell is determined by the design rules of the technology. The design rules

set the MOSFET source/drain diffusion lengths and the local interconnect widths. ‘

For a given technology, the layout height can be taken as a con.stant K. The total
circuit area of a receiver with (N+P)-stages and a decision circuit with NMOS

transistor width of Wy, can then be approximated by

Area = (]V -+ P)KW] + KWdcl ’ (11172)

'This is shown in Figure II1.21.

However, the physical circuit area may not be the limiting factor in deter-
mining the density of receivers. With the high power dissipation of these receivers,
the thermal power density must be considered. In this case, \&ith a maximum
power density 6f Ppaz dictated by the cooling method, the effective size of the

receiver is
Py
Proz

So, for example, a receiver that dissipates 1 mW of power on a chip that

Area =

(111.73)

has a maximum power dissipation of 10 W/em? requires 10,000 um?, or in other

words, a pitch separation of 100 um (assuming a square pixel).
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Figure II1.22: Noise sources in the receiver.

III.D.7 Noise

The circuit noise introduced by the receiver and detector is referred to the
receiver input for signal to noise ratio determination. Since the circuit noise usually
dominates the optical signal shot-noise, it determines the maximum obtainable

signal to noise ratio. The circuit noise consists of several components. The first

component is the shot-noise of the leakage (dark) current of the detector. The

second component is the thermal noise due to the feedback resistor. The third
component is the thermal noise due to the gain-stage transiétors. We examine
each of these noise sources in turn. The noise sources are shown in Figure II1.22.

The current noise spectral density of the shot noise due to the dark current

of the detector is given by
Saark(f) = 2qTsark ' (I11.74)

where it is seen that this noise is white and acts at the input of the receiver.
The thermal noise due to the feedback resistor can be approximated as a

current noise source at the input of the receiver with spectral density

Su(f) = % 4 - (IL75)
where the approximation assumes that the forward current-gain through the am-
plifier is greater than that through the feedback resistor. [25] This assumption is
easily met for any non-trivial design. This noise is also white.

The thermal noise in the gain stage itself is due to the channel resistance,
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Figure I11.23: TIA noise model.

and appears at the ouiput of the gain stage as a noise current spectral density of

Spain(f) = 4kTT (Y gm) (I11.76)

where Y gy, is shorthand for gmi + gme + gms.
This noise can be referred to the input of the gain stage by dividing by the
magnitude squared short-circuit current gain of the stage. Then, by dividing by the

magnitude squared short-circuit current gains of all the preceding stages, the noise

at any gain stage can be referred back to an input equivalent noise spectral density,

as described by Moustakas in [25]. Thus, to complete the analysis, the short-circuit
current gains must be determined. This will be done for the ﬁransimpedance
amplifier and the voltage amplifier separately.

For the transimpedance amplifier, the non-feedback Miller equivalent am-
plifier may be analyzed, as shown in Figure II1.23. The figure shows a three-stage
TIA. The capacitance at the input to the first stage is

Cl = de + Cin,amp + Cf,amp . (III.77)
whereas the following gain stages have input capacitances of
C= Cout,amp_ + Cin,amp + Cj,amp (11178)

The short-circuit current gain of each stage is found by shorting the output of
that stage to ground, and solving for the current flowing through the short as a
function of the current in the preceding stage. Since applying a short makes the
voltage gain A, of the circuit zero, the input referred feedback resistance 1—_}_% and

the output referred feedback resistance ITR.‘[L‘ become simply Ry. The short circuit
: =
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Figure 1I1.24: VA noise modél.

current gains can now be found:

gmlRf
=27 I11.7
% =13 sR,Ch (IIL.79)
_ gmlRa
0= (I11.80)

where a, is the short-circuit current gain of the first stage, and a, is the short-
circuit current gain of the following stages.

The model to determine the voltage amplifier current gains is shown in

Figure I11.24. The transimpedance amplifier is modeled by the first stage in this .

figure, where n = 1 for a one-stage TIA and n = 3 for a three-stage TIA. The

short-circuit current gains are:

_ gglR:-lRf

b = I11.81

' T+ sR,C (I1L.81)

= 111.82

b= R 1+ 50 + RIG, (L82)
—_ gmlR" TYY o

by = g 3R002 . ( ;1.53)

by is the short-circuit current gain of the first (tfansimpedance) stage, by is the
short-circuit current gain.of the first voltage amplifier stage, and 53 is the short-
circuit current gain of the following voltage amplifier stages.

The total input equivalent noise current specfral density can now be writ-

ten
Si(f) = Saark(f) + Srs(f) + Stra(f) + Sva(f) (I11.84)

Where the noise due to the transimpedance amplifier is -

Sm(f)=ng~n(f)( LIPS S ! ) (111.85)

o laPlaol®  Jail*lasl*lael”
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This equation is for a three-stage TIA - for a one stage TIA the last two terms in
the equation are dropped.

The noise due to the voltage amplifier stages is

, 1 1
- Suin . 11186
Svalf) = Syuin(f) (lb1|2|52|2 * |61|2|b2|2|b3|2) ( )

This equation is for two voltage amplifier stages - for one stage, the last term in
the equation is dropped. For no voltage amplifier stages, Sya(f) = 0.

To reduce the complexity of the total noise equation, we keep only the
dc terms and the terms with the input pole, RICH. The higher order poles are
ignored, because their effect is negligible after the integration over the receiver
transfer function. Wé also assume that the feedback resistance is large enough so
that Ry > R,, and the gain —gm1 R, is written as A,. The total input equivalent

noise current spectral density can then be approximated:

n-1 p-1 * n4p—-1
. — 4kT ng 1 -2s -2s 2 -2s
Si() = 2laar + T +4kTT = ( 2 (Z AT 4 2 A7 | +@rfc)? ) 45 (111.87)

J s=0 s=0 =0

where n + p is the number of gain stages in the receiver, n being the number of -

TIA stages and p being the number of VA stages. Note that this noise increases
with frequency, thus it can be called “blue” noise. .
The total noise equation demonstrates that at different frequencies, thé
noise of the voltage amplifier is treated differently. At high frequencies, where the
term (27 fC;)? dominates, the noise from the voltage amplifier is divided down by
the voltage gain of the transimpedance amplifier stages - hence thg high frequency
noise from the voltage amplifier does not greatly contribute to the total noise.
Howevef, at low frequencies, where the térm -}—;5 dominates, the noise from the
voltage amplifier is not divided by the gain of the transimpedance amplifier stages.
The low frequency noise of the first stage of the voltage amplifier has just as
much effect on the total noise as the low frédhency noise of the first stage of the
transimpedance amplifier. This difference between high and low frequency noise is

due to the changing impedance of the input capacitance C,. At high frequencies,
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the low impedance of C; means most of the input current flows through C'1 instead
of R 7. Thus, the effect of the feedback is reduced and the transimpedance amplifier
acts more like a cascaded series of gain stages. )

When integrating over frequency, the dominant component of the total
noise equation is the high frequency term. This means the noise of the voltage
amplifier is a minor contributor to the total noise, as it is effectively divided by
the gain of the transimpedance amplifier stages. However, the difference between
low frequency and high frequency noise is important in the determination of the
supply rejection and the effects of parameter variations, as will be shown in the
next section.

The input equivalent current noise is found by integrating over frequency
the total input equivalent noise current spectral density multiplied by the squared

normalized receiver transfer function.

2 Zr (D ‘
(i) = / )IZ (O)I | (II1.88)
This can be written
. 4kT 4kTT Y g _ _ J,
ic2) = |2qTgark + + m AT2 4+ S ATE || ne
< > I: ok Rf (g"ﬂRf)2 32—;) Z tr.amps
n+p-1

+ |4TTER @rC) Y A'“} tK" (TIL.89)

ml ,8=0 r.amps

The values of J,, , and K, , depend on the transfer function of the receiver,

Zr(f), and are given by

Jnp = Xnyp /0 I‘IZZT(?";?J ‘ | (I11.90)
— Y3 2|ZT(af
Xa / f 1Z20) o df (I11.91)

Since the transfer functions are known, the values of the integrals in
(I11.90) and (II1.91) can be determined for each receiver configuration. The calcu-

lated values are given in Table III.3. The receiver configuration is coded as N+P,
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" Table II1.3: Calculated noise coefficients for different receiver configurations.

Receiver
Configuration | Jn, Kop| ~
(1+0) 0.389 | 0.0477
(1+1) 0.381 | 0.0350
(1+2) 0.374 | 0.0322
(3+0) 0.367 | 0.0309
(3+1) 0.363 | 0.0287
(3+2) 0.362 | 0.0274

where N is the number of stages in the transimpedanée ampliﬁ-er, and P is the
number of stages in the voltage amplifier.

The two integrands in (II1.90) and (III.91) are graphed versus frequency
in Figure II1.25 for single-stage bTIA receivers (N=1), and in Figure II1.26 for

three-stage TIA receivers (N=3). The graphs indicate that the dominant noise _

sources at frequencies below w = a are from the photodiode dark current and the

thermal noise of the feedback resistor. The dominant noise source at frequencies

above w = a is from the gain-stage transistors. Depending on the relative sizes

of the two terms, there can exist a peaking in the noise spectra at w = a. This
peaking exists when the gain-stage open-loop bandwidth is much larger than the
signal bandwidth. [62] However, the optimized receiver designs presente. here do
not exhibit this peaking, as the design criteria for MFM response ensures that ihe
gain-stage bandwidth is not much larger than the signal bandwidth. The input
equivalent noise power spectra is shown in Figure I11.27 for two tyi)ical receivers,
demonstrating the lack of noise peaking.

Note that J,, and K, , serve a similar function as the constants I, and
I; as introduced by Smith and Personick in [26]. However, I, and I5 are given
in terms of a bit rate, whereas the constants introduced here are in terms of the
intrinsic rise time of the receiver amplifiers. Using the intrinsic rise time eliminates
the common error of using the operating bit rate as the bit rate in the Smith and

Personick noise calculations. Incorrect usage of the bit rate is discussed extensively
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Figure II1.25: Graph of N1 = %{; and N2 = fz%%(%'; for single-stage tran-

simpedance amplifier receivers (N=1).

in [23].

Finally, there are several additional sources of noise that are omitted in
this analysis. The 1/f noise in the gain transistors can be a significant eﬁ'ec_t at
low frequencies, but becomes negligible when the integration is performed over the
receiver bandwidth to obtain the total noise power. Likewise, the shot noise due to
the Poisson arrival rate of the photons is typically at least an order of magnitude
smaller than the circuit noise. A complete analysis of this signal dependent noise
can be found in (23], where it is shown to be a minor contributor to the total noise

of the receiver.

ITI.D.8 Bit Error Rate

The signal to noise ratio of the receiver can now be determined. To do

this, the input equivalent noise power is determined by referring all of the noise



N1

N2

log(N)
&

g2 b

0.01 0.1

1
wialpha

HI1-40

; . - Zz(O? _ 'Z-er2 _ L
Figure I11.26: Graph of N1 = |Lz_’}i('6§'|"’ and N2 = f 1’2%(3)1!? for 3-stage tran

simpedance amplifier receivers (N=3).

sources to the input of the receiver. The noise power is written, following II1.69, .

as:
P (<) ; I11.92
n~— 2R,pd - ( * )
The signal to noise ratio is written @, and is ‘
- )
Q= B (111.93)

where P, is given by II1.69.

This ratio determines the intrinsic noise limited bit error rate of the link.
A hypothetical distribution of received values for a transmitted 1 and a transmitted
0 are shown in figure II1.28. A threshold is established where if the received value
is below the threshold, a 0 is output, and if it.is above the threshold, a 1 is output.
Assuming the noise is Gaussian, the probability of making an error is simply the

integral of the distribution that lies on the other side of the threshold (the shaded



-20 T T
.30 b
1+0 -

E =
b4 40 +
E, 342
E
2
‘g 50 b
3
Q.
]
B -60 -
z
€
2
g
=1 70 F
(=4
w
3
a
£ .80 F

<80

1
0.04 0.1

1
wlalpha

Figure II1.27: Graph of input equivalent noise power versus frequency for two ‘

typical optimized receivers in a 0.35 ym process.

area in the figure).

Thus, the probability of error when a 1 is transmitted is

P(ell;——erf [( \/_US‘)] - (II1.94)

and the probability of error when a 0 is transmitted is -

P(e|0) = —;—erfc [\;;:TO

The average probability of error is the weighted average of these two error probabil-

] ' o - ()

ities, the weightings being determined by the probabiljty of actuaily transmitting
aloraQ:

P(e) = P(1)P(e]1) + P(0)P(e|0) (I11.96)
In the special case where a 1 or 0 bit is equally probable, and the noise power of

P, = 20 is the same for both the 1 and 0 bits, S, = £ and the BER is

BER = -—erf(‘ [ 1erfc [%] (I11.97)

i -
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Figure I11.28: Probability distribution and bit-error rate as a function of Q.

This is graphed as a function of Q, the signal to noise ratio, in Figure II1.28.
Thus, to obtain a bit-error rate of 102 requires a signal to noise ratio of

approximately Q = 7. The conventional analysis would stop here, and determine

the receiver sensitivity based on this required signal to noise ratio. This would be

appropriate for a single long-range, error corrected link with brec_isely tuned and

electrically isolated receiver components. In particular, it assumes that a perfect

decision circuit exists at the output of the receiver to perform the thresholding

operation.

~- - The high-density, short range, un-coded links proposed here are in a quite
different electrical environment. They share 4 silicon IC with high-speed processing
circuitry, and as such are subjected to power supply fluctuations. They are fabbed
in a digital CMOS process, with parameters that vary from lof to lot and from
device to device. The decision circuit cannot be ignored in the analysis, for its
output must conform to the signaling requirements of VLSI circuits. This signaling
requirement sets a noise margin, which the output of the decision circuit must meet.
Thus, the optical power requirement stated in Equation II1.69 is based on the noise
margin required at the output of the decision circuit, and not the circuit noise of
the receiver. However, the conventional noise analysis is useful m that it sets a

floor for the sensitivity of the receiver.

111-42




III.D.9 Power supply rejection and de-coupling

To understand how the receiver will respond to power supply fluctua-
tions in a mixed-signal IC, this section examines the power supply rejection ratio
(PSRR) of the receiver gain stage. The PSRR is a measure of the sensitivity of the
gain stage to power supply noise. The mixed-signal chip environment has many
potential sources of power supply noise. High speed aigital logic, fast rise-time I/O
circuits, and the receiver itself contribute, through interaction with the supply line
impedance, to power supply fluctuations. Power supply noise reduces the noise
margin of the receiver and can cause bit errors. Even wbrse, switching noise gen-
erated by the receiver can induce self-oscillation, with the positive feedback path
being the supply rails.

Board level design techniques are used to reduce the effect of power sup-

ply noise. Some standard techniques are the use of short, fat supply busses, mul-

tiple vias, split power planes, and star connections. [63] Analysis of signal return
currents is also required to avoid large current loops. Decoupling capacitors are
used to provide low impedance paths for high-frequency noise on the supply lines.
However, the combination of the decoupling capacitance and the inductance in the
supply lines leads to a resonance frequency which, if loca'ted near the operating
frequency of the board, can significantly increase the supply noise. Careful clioice
of the decoupling capacitors is necessary to avoid making the noise situation worse.
[62] Decoupling capacitors can also be included at the chip level. While limited in
total capacitance, these capacitors have a low series inductance and are good for
suppressing noise at very high frequencies.
The PSRR is defined as

PSRR=2 (I11.98)
AP

where A is the signal gain and A, is the gain from the power-supply; that is, a

disturbance of v on the supply appears as Apv at the gain stage output. [64] The

small signal model for the analysis of 4, is shown in Figure II1.30. The capacitors
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Figure II1.29: Power supply noise on critical nodes.

Ch and Cy, are the decoupling capacitors. Note that Cy, is the traditional supply
bypass capacitor, and that Cj, is an additional bypass from vgs to V;. The ra-

tionale for this additional bypass capacitor is explained below. Cy is the overlap .

capacitance of the bias transistor (M2) gate to the gain stagé output node. Ry,

and Ry are the small-signal resistances of the PMOS and NMOS fransistors in

-the bias generator, respectively. Solving for vey in terms of vy yields:

(gm2 — SCu2) Rez2 + (ga2 + sCy2)(Rs2 + Riz + sCaRya Ria)

Vout = U 111.99
S (Gt g6 + 9ot OB + Fin + $OnBaB) )
Making use of the following simplifications:
gd + ga2 ~ ga o (II1.100)
Ry + Ry3 = R : (I11.102)
gm2 + 9d2 = Gm2 (IT1.103)
gives us an equation for A,.
- $2Cyy + Qa2 + =122
AL ™. (L1L.104)

A =
P (sCo+ 9a)(s + oms)
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Figure II1.30: Small signal circuit for power supply rejection analysis.

The gain stage has a signal gain described by

Im1 (I11.105)

A= 2
SCo + 9d
The PSRR can then be written

gm1 (s + Cbleba)

2 m
sCu2+sg¢2+-c-.%

PSRR =

(I11.106)

At dc, the PSRR is the ratio of g1 to gme. The numerator of Equation

II1.106 adds a zero at Z‘I:%J The denominator adds a pair of poles with real part

=942
2Cv2 '
The rationale for bypass capacitor Cy; can now be explained - the ad-

ditional zero can be used to boost the PSRR, especially around the operating
frequency of the receiver and the resonance frequency of the supply decoupling
circuit, where the worst noise is expected. Cy, works by lowering the impedance
between vgs and Vj, thus keeping the gate-source voltage approximately constant
on transistor M2. This maintains the current bias of M1, thus reducing the effect
of the supply noise on the output of the gain stage.

With this analysis of the PSRR of the gain stage, the sensitivity of the
Complete receiver to the power supply noise can be developed. We will follow
the procedure used to calculate the equivalent input noise current in the previous

section, i.e. at each stage, the current due to the supply noise will be referred back
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Figure II1.31: Model of supply noisc in the gain stage.

ﬁo the input of the receiver. Note that unlike in the noise case, here the current
sources at each stage are correfated, since they are deriyed from the same supply
signal. Again, we will use the circuit models shown in Figure III.23 and Figure
I11.24.

The current source which represents the sﬁpply’s effect on the gain stage

output can be written

iy(f) = —Tmilad_ : (I11.107)

PSRR(J)

as shown in Figure IIL1.31. Using the short-circuit current gains described above,

the equivalent input current can be written:

n+p—1
. _Zr(flvaa 1
) = g2t (R! ['Z L ; ]Hzrcl [E LS _D _—

Note that the gain A, is negative, so tLat unlike the total noise equdtion
where the gain term is squared, the terms in the sums in IT1.108 alternate in sign.
In fact, assuming identical gain stages, the effect of the power supply noise on

a three-stage TIA receiver is less than that of a one-stage TIA receiver. This is

_ because at each gain stage, the supply noise is out of phase with the amplified

supply noise of the previous stage, effectively canceling out part of the noise from
that stage. Of course, the optimized gain stage design is different for one-stage
and three-stage TIA receivers due to the different stability requirements of both
types of receivers. '

To demonstrate the accuracy of the model, Figure II1.32 shows the resﬁlts

of calculating the magnitude of equation I11.108 and HSPICE simulation results for
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an optimized 3+2 receiver in a 0.35 um technology. The graph shows the amount of
supply noise that produces a voltage at the input to the decisio_r_x circuit equivalent
to that produced by the receiver’s required input current - in other words, a signal
to noise ratio of one. The model agrees well with the simulation results within the
frequencies of interest. A roll off is seen in the HSPICE simulation data at higher
frequencies, but this is at voltage levels significantly above the minimums around
the receiver’s operating frequency, where the worst supply noise would be.

Two different values of the bias decoupling capacitance Cjy, are graphed.
The benefits of a larger value of Cj, are clearly seen, as a four times improvement
in immunity to supply noise at the operating frequency is gained by raising C,

from 2pF to 20pF'. To determine the total noise due to the supply, equation II1.108

must be integrated over all frequencies. This means that the frequency spectrum

of the supply noise must be known.

Assuming most of the supply noise is at the receiver operating frequency,
to achieve a signal to supply noise ratio of 10 requires that the sﬁpply noise be less
than 7mV for Cy; = 2pF, and less than 33mV for Cy = 20pF, for the example
receiver analyzed in Figure II1.32. Whether this level of noise can be achieved de-
pends on the implementation details, but at least the later case should be practical
with careful attention to die and board layout. The decoupling capacitor increases
the circuit area required for the bias generator, but this overhead can be reduced
if one bias generator is used for multiple receivers.

This particular receiver example is of one of the most éensitive receiver
configurations to supply noise. A comparison of the decoupling requirements for
different optimized receiver configurations in 0.35 um CMOS is shown in Figure
I11.33. This graph shows the decoupling capacitance required to provide a SNR of
10 in the presence of 25 mV of noise on Vy, at the receiver operating frequency.
A minimum decoupling capacitance value of 250 fF is assumed. The numbers
next to each point describe the configuration of the receiver, N+P, ;vhere N is the

number of stages in the TIA and P is the number of stage in the VA. The receivers
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Figure II1.32: Model (solid lines) and HSPICE simulation (crosses) of the amount E

of supply noise at different frequencies that produces a signal to noise ratio of one,

for an optimized 3+2 receiver in a 0.35 um process.

which have been optimized for minimum optical power are shown by diamonds,
and the receivers optimized for minimum total power (with 7 = 50) are shown
by crosses. The receiver optimization procedure is described in detail in Section
IILE.3. ]

This graph demonstrates that the receivers with fewer stages require
smaller decoupling capacitances. Since these receiver are less sensitive to start
with, it follows that they are also less sensitive to supply noise. As the receivers
with fewer stages are only optimum at higher bit-rates, the decoupling require-
ment decreases with increasing bit-rate. Also, the total power optimized receivers
require less decoupling. This is because they have traded sensitivity for power
efficiency, and are thus less sensitive to supply noise. Finally, the requirement for

more than 10 pF of decoupling for the slowest optical power optimized receivers
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would be expensive to implement on-chip. The other decoupling values, which are

less than 4 pF, could be implemented on-chip with little overhead.
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Figure II1.33: Decoupling capacitance Cj, necessary for SNR=10 with 25 mV of

noise on Vg4, for receivers optimized for optical power and total power in 0.35 um

CMOS.

III.D.10 Parameter variations

There are two aspects of parameter variations in CMOS processing which
affect the operation of FSOI receivers. These two types of parameter variations are
described in Section II.A.3 and are summarized here.. This section then presents
an analysis of their effect on FSOI receiver performance.

The first type of parameter variation is the “lot-to-lot” variation, where
all of the transistors on a wafer or within a run have parameters which vary from
the standard or nominal parameters. The second type of parameter variation is

transistor mismatch within a single circuit. This mismatch is a smaller relative
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shift in transistor parameters than the “lot-to-lot” variations. However, because
this variation affects different transistors differently within tl_1e same circuit, it
can cause offsets between the operating points of identical stages. The receivers
described here use de-coupled cascaded gain stages. Thus it is especially important
to keep these offsets small, as an offset in the first stage is amplified by following

stages.

Lot-to-Lot variations

As mentioned in Section I1.A.3, the “|ot-to-lot” variations in a process
are taken into account by providing process corner models. These corner models
predict the performance of the NMOS and PMOS devices at the extremes of the

process variations.

To model the effect of process variations on the optimized receivers pre-

sented in this analysis, the receiver characteristics are calculated for the MOSFET
model parameters from the four process corners: fast, slow, up, and down. This

is not a design optimization, as the receiver designs have already been optimizéed

with the nominal process models, and their design parameters are fixed. The only 4

parameter that can be changed is the feedback resistance — it can be modified
through the use of the tunable voltages at the gate of the feedback transistors,
Vag and V5. Using the fixed receiver transistor sizes and number of amplifiers,
the analysis program finds a new feedback resistor value that produces the re-
quired MFM response for the new MOSFET parameters. The receiver speed and
sensitivity can then be determined.

The performance in terms of optical sensitivity versus bit-rate is shown
in Figure I11.34 for six receivers in 0.35 um CMOS, optimized for minimum optical
power. The receiver configuration (N+P) is shown in the figure for each receiver.
The results of the nominal optimization are shown by the dashed line. Around each
nominal point are four other points, which give the performance of that receiver

for the four process corners. It can be seen that the “fast” corner increases the
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speed of each receiver, but requires somewhat more optical power. The same is
t.rue to a smaller extent for the *down” corner. Likewise, the “up” corner and the
“slow” corner increasingly slow down the receiver, while reducing the optical power
requirement. It is interesting to note that the process variations affect the bit-rate
much more than the optical rower requirement, in contrast to the large change
in optical power requirement ¢btained through the optimization of the transistor

sizes and number of stages.
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Figure I11.34: Plot of optical power requirement versus bit-rate, showing perfor-
mance at all four process corners, for receivers optimized for optical power in 0.35

um CMOS. Worst case optical power and bit-rate combination is also graphed.

Figure I11.35 shows the same corner analysis for six 0.35 um receivers
optimized for total power, with 7 = 50, as described in the next section. The
general trend of the four corners is the same, with the “fast” corner producing the
highest speed, lowest sensitivity receivers, and the “slow” corner vice-versa. The

optical sensitivities of these receivers, however, are found to be less dependent on
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process variations than the receivers optimized for minimum optical power.

The worst case performance of the receiver is found I.Jy using the speed
of the “slow” receiver with the optical power requirement of .the “fast” receiver.
This is shown by the dotted line in the figures. The result is a shift upwards
iu the optimized curve by about +7 dBm in optical power requirement for the
receivers optimized for minimum optical power, and by +4 dBm for the receivers
optimized for minimum total power. In addition, the switching point between
different receiver configurations moves downward in bit-rate.

The remainder of this analysis presents the results from the nominal pro-
cess models. To determine the worst-case ﬁérfofmance over “lot-to-lot” process
variations, the shift in the curve described above can be applied.

Finally, to generate the on-chip voltages Vpz and Vpz, which track the

“lot-to-lot” process to properly tune the feedback resistance is an area for further

research.

Transistor mismatch

Using the mismatch equations for the threshold voltage V; and current '

factor 8 developed in Section I1.A.3, together with the square-law I-V relationship
¢{ the MOS transistor given in Equation II.1, the variance in the bias current of

two identical transistors with identical biasing can be written:

AP+ Hndh
W-.L _
Applying this formula to the three transistors in the receiver gain stage,

.0'2.(2') = (111.109)

and adding the square of the current variances gives

(i) = —— |12 _Ah AR (B W), | Abredie
Lnin b Wy + W, W, I'V12 W,
(111.110)

Where I, is the gain stage bias current flowing through transistor M.

Following the analysis for the input equivalent noise given in Section II1.D.7, and
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Figure I11.35: Plot of optical power requirement versus bit-rate, showing perfor- ‘

mance at all four process corners, for receivers optimized for total power (n = 50)
in 0.35 um CMOS. Worst case optical power and bit-rate combination is also

graphed.

noting that this noise source is at f = 0 (DC), the input ~quivalent current due to

parameter variations can be written:

2
Gm1 Rf ) s=0 5=0

This current is essentially a variable DC offset which is added to the signal

(ic2> - a?(i) (ni:l A;2’+’§A;2‘) - (II1.111)

current. If it.is small enough, it can be included as a noise source in the signal to
noise ratio. It is possible to calibrate out this offset, using the current bias shown
in Figure II1.2. However, this would require an auto-zero or calibration operation
and the ability to locally store the calibrated current value for each receiver. For
example, this type of auto-zero operation is popular in flash AD‘Cs, where each

comparator is calibrated during part of the conversion cycle. It is best implemented

II1-53



=

when the gain stages are AC coupled and the signal is a RZ (return-to-zero) format,
so that the calibration can be performed during the zero period of each data bit.
The receivers analyzed here are DC coupled, so that no signal coding is required,
and use NRZ (non-return-to-zero) data format for highest speed. Thus calibration
is more difficult for these receivers, and is an area for continued research.

Note that if the offset is too large, the amplifiers in the receiver will
saturate. In this case, there is no way to properly tune the current bias, because
there is no current bias value where all of the amplifiers will be out of saturation
and in the high-gain region. When this happens, the small signal analysis given
previously is no longer valid, and the receiver chafacteristics will suffer in terms of
speed, jitter, and sensitivity. In fact, this has led other researchers to conclude that

optical receivers will require complicated synchronization circuitry to compensate.

for the jitter induced by parameter variations. [65] However, that paper assumed a

receiver with many stages, with no justification for the number of stages used. The
optimization used in this analysis finds that, for high speed reéeivers, the number
of stages is much smaller than that used in [65]. |

To see if the offset is too large, the signal to offset ratio can be found.
Figure I11.36 plots the calculated signal to offset ratios for 0.35 um receivers opti-
mized for opticalh power ad total power. The worst signal to offset ratio is about
10 for the most sensitive Teceiver. This level of offset will not saturate the receiver
stages and can be compensated by increasing the optical power by 10 %. The less
sensitive receivers all have better signal to offset performance, indicating that the

transistor mismatch offset is not a serious problem for these receivers.

IILE Optimization and Comparison

II1.E.1 Approximate analysis

Consider the receiver with n TIA stages and p VA stages. Summarizing

the above equations, the speed of the receiver amplifiers is determined by their
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Figure II1.36: Signal to offset ratio for receivers optimized for optical power and

total power in 0.35 um CMOS.

risetime, t,omps = 5";-2 The sensitivity of the receiver amplifiers is given by
TZ = AbZ;, which is the transimpedance gain of the TIA times the gain of ha-
voltage amplifier. ' |

As a simplified analysis, assume that the gain Stage provides a constant
gain-bandwidth product, Aypour = &= = GBW. Thus, pou: = Q}}‘i. For the
1-stage TIA, this means '

o=V ' (IT1.112)

b- Au
where b = 2 for the 1-stage TIA, and b = 4.8 for the 3-stage TIA.
Thus, the gain can be written in terms of the maximum bit-rate (i.e. the
bit-rate assuming t,;, = 0 and ¢, pc = 0):

A, = ¢ GBW (1IL.113)

~b-Xn, BR
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- The transimpedance gain value can be approximated:

a- AL"H )
Z;=Rf = GEW O (I11.114)

where a = 2 for the 1-stage TIA and a = 6 for the 3-stage TIA.
Finally, using the above equations, we can write the transimpedance in

terms of the bit-rate as:

TZ

. n+p n+p+1
_ 2 GBW ( ¢ ) (IIL115)

Cin b-Xnp+BR
The optimum receiver is the one which maximizes equation III.115 at a
given bit-rate. If we assume the input capacitance is dominated by the photodiode

capacitance, then the term Cj, will be the same for all the receiver amplifier com-

binations. The bit-rate at which the optimum receiver switches between different

receiver configurations can be found by solving equation III.115 for the bit-rate

t/hat makes the transimpedance the same for the different values of n and p. The

result is shown in figure I11.37. The optimum receiver switches between the 140

receiver to the 141 receiver at:

X?
BR=": 2. GBW =0.105- GBW (I11.116)
. 2X1,1 .
Then it switches between the 1+1 and 142 receiver at:
(X3, 5 :
BR = —3~+-GBW = 0.089 - GBW (IT1.117)
- 2XY, «
Finally, it switches between the 142 and 3+2 receiver at:
4/3¢X?
BR = _[35_3_12 -GBW =10.038 - GBW : (I11.118)
4-8 X3‘2 )

The 340 and 3+1 receivers do not providé the maximum transimpedance at any
bit-rate.

Of course, this analysis is very approximate, but the form of figure I11.37 is
reproduced by the numerical simulation described below. However, this simplified
analysis cannot take into account the total power dissipation optimization, which

must be determined numerically.
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Figure II1.37: Receiver crossing points.

III.LE.2 Numerical simulation description

The numerical simulation of the receivers is based on the model presented
iﬁ the preceding sections. A C-program is used to calculate the receiver character-
istics from the input parameters. The input parameters are given in Table IfI.4,
and the constants used in the analysis are given in Table IIL5.

v A photodiode capacitance of 250 fF is used on the assumption that the
photodiode is implemented on-chip in standard CMOS, as described in Section
I1.D. This value of 250 f F gives a photodetector of revas_onable size — approximately
60 pum diameter for the N-Well to P-Substrate photodiode or 25 um diameter for
the P+ to N-Well photodiode in the 0.35 um process. Smaller photodiodes are
possible, but they would make the alignment of the free-space optical system or
the coupling from a multimode fiber very difficult.

The C-program loops over all values of the input parameters. For each
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Table I11.4: Input parameters.

possible combination of parameters, the program first calculates the feedback re-
sistance necessary to produce a maximally flat magnitude response. The combi-
nations of parameters for which no MFM solution can- be found are discarded..
If a combination of parameters has two MFM solution, both are calculated and
recorded. The program then calculates the bit-rate, optical power, electrical power,
and input equivalent noise power for the MFM solutions. Figufe I11.38 shows the
optical power for receiver parameters over the entire range of values,-for the 0.35
um CMOS process.

The program then sorts the receivers according to the performance met-
ric selected: optical power or total power. For each bit-rate, the receive. which
minimizes the performance metric is found and recorded. For example, in Figure
IT1.38 the optimization result would be the receivers on the bottom right of the
scatter plot, if the performance metric were optical power.

Finally, another program is used on the generated list of optimum receiver
parameters to create HSPICE decks. HSPICE simulations are then run on the
optimized receivers to verify the receiver performance predicted by the model.

The template HSPICE deck is shown in Section IIL.G.

Parameter Description Limits |

L CMOS technology (Lypin) 0.8, 0.5, 0.35, 0.1 um
N Number of stages in TIA ' 1,3

P Number of stages in VA 0,1,2

Vs Bias voltage Vin +0.1 to 2

Wi Width of gain stage NMOS Mi lum to 1000um

Ws Width of gain stage NMOS M3 lum to W)

DWW, Width of decision circuit PMOS M2 lum to 1000pm
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Table III.5: Constants used in analysis.

Parameter Description Value |
trin Input signal rise time 2.2Tmin
Cpd Photodiode capacitance 250 fF
R4 Photodiode responsivity 50 %
Laork Dark current 5 nA

r Gamma for transistor noise 2

III.LE.3 Optimization Results

The results of the optimization for minimum optical power in 0.35 um
CMOS are plotted in Figure IT1.39. This graph shows the electrical power, optical
power, and input equivalent noise power versus bit-rate for the optimized receivers.
Also indicated on the graph is the receiver configuration, N+P, of the optimized:
receivers. Note that each receiver configuration is optimum over a range of bit-
rates, except the 3+0 and 3+1 configurations which are not optimum at any bit
rate. This matches the prediction based on constant gain-bé,ndwidth given in
Section IILE.1. |

The (1+0) configuration is optimum between 2 Gb/s and 1.7 Gb/s, requir-
ing an optical power greater than -2.5 dBm. The (1+1) configuration is optimum
betwee1.4 Gb/s and 1.7 Gb/s, with an optical power requirement between -7
dBri and -2.5 dBm. Next, (142) receivers are optimum from 850 Mb/s and 1.4
Gb/s, and have optical power requirements from -20 dBm to -7 dBm. Finally,
the (3+2) configuration is optimum below 850 Mb/s, and has én optical power
requirement less than -20 dBm.

When these transition points are fit to the constant gain-bandwidth model
in Section IILE.1, the gain-bandwidth product for the 0.35 umm CMOS technology
is found to be approximately 16.5 GHz. This value of GBW fits the (1+0) to (1+1)
transition bit-rate and the (1+1) to (1+2) transition bit-rate, but it underestimates
the transition bit-rate from (1+2) to (342) to be about 600 MH z,'instead of the

850 A H z found from the numerical simulation. This is due to the simplification of
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Figure II1.38: Scatter plot of receiver performénce, across the range of parameters,

for L=0.35 um CMOS. Optimum performance is at the right e.dgerof the diagram.

assuming a constant gain-bandwidth. The actual gain-bandwidth is a function of -

bias voltage and is modified by short-channel effects. These non-idealities, absent
from the constant gain-bandwidth model, are captured by the MQS.FET rqodel
presented in Chapter II, which is used in the receiver model presented in this
chapter. )

As seen from the graph, the power dissipation P; of the optical power
optimized receivers are in the 20 to 70 mW range. Also important is that the
input equivalent noise power is at least an order of magnitude smaller than the op-
tical power requirement, except at thé sloﬁvest bit-rates considered. This indicates
that the bit-error rate due to receiver noise is insignificant and that this noise is
not the dominant factor in determining the sensitivity of the high-speed receivers
considered in this analysis. The sensitivity is determined by the gain-bandwidth

of the amplifiers and the voltage swing required by the digital logic which follows
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Figure II1.39: Optimized receiver electrical and optical power requirements for
L=0.35 um CMOS. Optimum receiver configuration is given as N+P, where N is
the number of stages in the TIA, and P is the number of stages in the voltage

amplifier.

the receiver.

It is clear that these récefveré are expensive to operate, from an el,ectxéical
power and thermal management point of view. If an opto-electronic IC contains
both receivers and transmitters, it may be more appropriate to minimize the total
power dissipation in a link. This should include the power dissipation in the trans-

mitter circuit as well. Let 5 represent the electrical to optical power conversion

efficiency of the transmitter, including the efficiency of the optical system. Multi- -

plying n by the optical power gives an equivalent electrical power required at the

transmitter. The total power dissipated in a link is then given by:

Pitat = P4+ 1P, (II1.119)
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The solution to II1.25 can be written:

Ro

- - - - - 2
M= T+ P [4v2 =14 Vi DG D 2 - G+ D v A+l (mas)

If we assume y = 0, 4, > 1 and z > 225’ then the solution can be
simplified to: .
R; = 2A.2R,  (11L.29)

This simplified solution can be written in terms of the open-loop poles of

the TIA as:

Pout = 2Avpin ' (11130)
where the open-loop poles are:
= (I11.31)
Pin= R Cn 91)
1

Pout = Ry | R1)Cout

Thus, if the assumptions hold, the feedback resistor is chosen such that
the open-loop poles are separated by a factor of twice the gain. This is an often
cited criteria in receiver design papers (see for example [40]). Unfortunately, the
simplified solution can lead to significant errors when the gain is not large, as is
the :ase with the receivers studied here. For this reason, Equation III.28 is used
i this analysis for the one-stage TIA. -

The low-frequency transimpedance of the one-stage TIA is found from
Equation III.15 to be: '

_ Ry -g;! |
7=  (33)

and the 10%-90% risetime of the one-stage TIA, when the transfer function is

maximally flat, is

2.2v/2
t, = 5o (II1.34)
The two poles are located at p,; = —a + icr, where
- C
a=7 (111.35)

(IIL.32)
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Figure I11.40: Optimized receiver electrical and optical power requirements for -

L=0.35 um CMOS. Optimum receiver configuration is given as N+P, where N is
the number of stages in the TIA, and P is the number of stages in the voltage

amplifier.

If the characteristics of the transmitter are known in greater detail, it is

possible to replace the constant  with n(P,), where the function captures any non- -

linear dependence of power efficiency on optical power. In this chapter, a constant
value of n = 50 is assumed, i.e. the transmitter consumes 50 mW to produce an
optical power at the receiver of 1 mW. This is a reasonable (maybe optimistic)
assumption given the efficiency of obtainable laser diodes and the losses expected
in a relatively complex optical system. This issue is investigated in more detail in
Chapter V.

The results of the optimization for minimum total power in 0.35 um
CMOS are plotted in Figure I11.40. This graph shows the electrical power, opti-

cal power, input equivalent noise power, and total power versus bit-rate for the
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optimized receivers. Unlike the optical power optimization results, only two con-
ﬁgurations are optimum under total power minimization. For bit-rates above 700
MHz, the (1+0) receivers are optimum, with total power requirements from 10
mW to 80 mW and optical power requirements from -10 dBm to 0 dBm. Be-
low 700 MHz, the (3+1) receivers are optimum, with total powers from 3.5 mW
to 10 mW and an optirzi power requirement of about -20 dBm. Note that the
electrical power requirement is smaller than that found in the optical power opti-
mization — below 30 mW for the (14-0) receivers and below 10 mW for the (3+1)
receivers — but that the optical power requirement is higher. This is because the

total power optimization sacrifices optical power for lower electrical power. The

(14-0) receivers are optimum over a wider range of bit-rates because the added

electrical power cost of additional stages outweighs the optical power reduction

gained. At 700 MHz, the (3+1) receivers are optimum because the three-stage

TIA can be used at lower bit-rates with much smaller transistor sizes, and thus ~

smaller electrical power, than the one-stage TIA. However, the additional voltage

amplifier stage is needed to buffer the output of the three-stage TIA, so that it is

not loaded down by the decision circuit capacitance. The input equivalent noise -

power is in all cases at least two orders of magnitude less than the optical power.

It should be note¢: that different values of 7 give different optimization
results. In particular; fox very large values of 7 (i.e. very inefficient transmitters),
the total power optimization reduces to the optical power optimization described
above. For a very small value of 7, the optimization reduces to a minimization of
the receiver electrical power dissipation. .

Figure I11.41 summarizes the results of the two optimizationsvby casting
the results in terms of energy per bit. The curves marked “A” in the graph are
for the optical power minimization, and give the optical and electrical energy per
bit. The curves marked “B” in the graph are for the total power minimization,
and give the optical and total energy per bit. '

This graph clearly shows how the optical energy per bit can be traded off
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Figure II1.41: Energy per bit. |

to reduce the total energy per bit. At lower frequencies, the total energy per bit is
reduced by 5 times by allowing the optical power to increase by approximately one
order of magnitude. At the fastest bit rates, the results from the optical and total
power optimizations merge. This is because fewer combinations of parameters
produce receivers that operate at the highest speeds. At above 1.5 Gb/s, the
optical energy per bit becomes a significant portion of the total energy per bit
(depending on the value of 5). This explains why the electrical energy per bit for
the “A” curve drops below the total energy per bit for the “B” curve.

Also evident is that the energy per bit increases with increasing bit-rate.
For the 0.35 um example, the slope of the total energjr per bit versus bit-rate is
approximately 1 decade/decade. Of course, this result is only valid for the high
bit-rates considered here. At much lower bit-rates, different circuit designs must be
used which would have different energy/speed tradeoffs. However, it does indicate

that given a data throughput requirement in bits/sec, the total power is minimized
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by using many slow links instead of fewer fast links. However, this conclusion ig-
n.ores many important aspects, such as latency, optical system complexity; routing
resources, ahd design granularity, which might force a system -designer to choose
a higher bit-rate. It is for this very reason that this analysis does not attempt to
present one optimized receiver design, but instea< a family of designs.

Figure I11.42 shows how the optimized feedback resistor value varies ver-
sus bit-rate, for optimized optical power and optimized total power receivers. It
is seen that the receivers optimized for minimum optical power use a larger range
of feedback resistance values. At Fhe highest bit-rates, the feedback resistance is
the same for the two optimizations, because at the limits of the gain-bandwidth
of the technology there is no other design choice but to minimize the feedback
resistance. Below this point, however, the optical power optimization limits the

feedback resistance and adds gain stages to achieve higher sensitivity. In compar-

ison, the total power optimization does not add gain stages, due to their extra -

power consumption, and instead increases the feedback resistance. At low bit-

rates, when no more stages can be added, the optical power optimization increases

‘the feedback resistance to a much larger value than that used in the total power

optimized receivers. In order to use this high value of feedback resistance, the
optical power optimization allows the gain stage~ 10 burn more electrical pawer.
This is in contrast to the total power optimization, where a smaller number of
stages is used and a smaller feedback resistance is used, thué increasing the speed
and allowing the electrical power component to be reduced. Of cburse, this is with
the penalty of reduced optical sensitivity. '

So far we have only considered the case where = 50 in the total power
equation. Figure II1.43 shows how the total energy per bit depends on 5, for five
different bit-rates. Also indicated is the optimum receiver configuration at each

point, by the choice of the plot symbol.

As the transmitter and/or optical system becomes more and more efficient -

(i.e. 7 = 1), the energy per bit is reduced, and it’s dependence on bit-rate is also
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Figure I11.42: Feedback resistor values for optimized receivers in 0.35 pum CMOS. -
The solid line is for receivers optimized for minimum optical power, and the dashed

line is for receivers optimized for total power.

reduced. The optimum receiver configuration for efficient transmitters (toward
the left of the graph) is 1+0 and does not change versus bit-rate. For inefficient
transmitters/optical systems (i.e. 7 = 00), the situation is reversed. As expected,
the energy per bit increases as more power is required to provide the same optical
power to the receiver. The inefficiency also increases the dependence of the energy
per bit on the bit-rate. This is because the optical source ineﬂiciency amplifies
the impact of the larger optical powers required to operate at higher bit-rates,
and because higher power receivers are found to be optimum due to their higher
sensitivity. Unlike the efficient case, the optimum receiver configuration is strongly
dependent on the bit-rate for inefficient optical sources.

Figure II1.44 shows the impact on energy per bit of reducing the photo-
diode capacitance from 250 fF to 50 fF, as might be obtained with a flip-chip
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rates, for different values of 7, in 0.35 pm CMOS. The optimum receiver configu-
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bonded MSM detector. The energy per bit curves shift downwards, and the range
over which the 1+0 receiver is optimum is extended to n > 100. For efficient trans-
mitters, the energy per bit is reduced about 1.5 times; for inefficient transmitters,
the reduction is greater than 2 times at the highest bit-rate. This improvement
is not proportional to the reduction in the photodiode capacitance because the
receiver input capacitance is in parallel with the photodiode capacitance. The
maximum bit-rate where three-stage TIA receivers are optimum is also reduced.

The optimum receiver configuration trends are the same, however.

III.E.4 Comparisons to electrical interconnects

In standard digital CMOS the energy per bit is given by 9—‘2&, where C

is the capacitance of the switching nodes. From Figure IIL.41, the total optimized

energy per bit (with n = 50) in 0.35 um CMOS at 1 Gb/s is 19 pJ/bit. This
corresponds to a switching capacitance of 3.5 pF'. To roughly compare this to an
off-chip electrical interconnect, assume the simplest case of an electrical output
pad driver consisting of a large CMOS inverter driving the output pad and ESD
parasitics, bonding wire, output package pin, PCB electrical trace, input package
pin, bonding wire, and input pad and ESD parasitics, as shown in figure II1.45.
The tetal capacitance of the interconnect, 2(Cesp + Cpin + Cpad) + Cirace, must
be e‘q@al to 3.5 pF for this electrical interconnect to provide an equivalent energy
per bit as that of the optimized optical interconnect. Since Cpoy + Cpsp alone

is typically about 10 pF, it is obvious that reaching this small of a capacitance

would be nearly impossible for the off-chip electrical interconnect. Even for on-

chip electrical interconnects, where only the metal routing capacitance is a factor,
a rule of thumb is 1 pF’ per mm metal line. Thus the 3.5 pF equivalent capaciﬁance
of the optical interconnect corresponds to a 3.5 mm wire route, which is relatively
small considering the > 1 cm? die sizes of modern ASICs.

This is not meant to be the final word on the comparison between optical

and electrical interconnects, which has been addressed in great detail in the lit-

II1-69



I
.
&
4
v

Energy per bit

1000 pJ -

10 pJ 4

o 1+0
B 1+1
142
3+1
- 342 o
100 pJ - 2°
1.58 Gb/s °© .o°
4o
néd
ofslet et
co:n:D? -~T ot
05808 1 L+t
°°nE§§§E§§gn 630 Mb/s
SageaaERtes
C e = 50 £fF
1pJ—-—w—rrnﬂq-—rwwvwﬂr—ﬂ—rrn“q—

1.

uag

1147
Bpgun
PEEEELR
H
C. =

"
o]
=}

58 Gb/s °

-y

Figure I11.44: Comparison of energy per bit and optimum receiver configuration

for two different photodiode capacitances, 50 fF and 250 fF.



erature. There are many circuit and architectural choices for implementing more
efficient electrical interconnects. The interested reader is referred to the following

references for more detailed comparisons: [66], [67], [68], [69], [4].
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Figure II1.45: A typical CMOS electrical interconnection between Chipl and
Chip?2.

III.LE.5 HSPICE Simulation Comparison

To verify the results of the receiver model and optimization, the opti-
mized receivers were simulated with HSPICE. The template HSPICE deck, given
in Section IIL.G, was filled in automatically by the receiver optimization program.
The simulation used a curren: rource to model the photogenerated current from
the photodiode, in parallel with the photodiode capaciténce. The amount of pho-
tocurrent used in the simulation was filled in by the optirﬁization program to match
the predicted optical sensitivity. After simulation, the voltage signal at the input
to the decision circuit was measured to verify that the predicted voltage swing
was being achieved with this photocurrent. The rise and fall times at the output
of the decision circuit were also measured to determine the maximum bit-rate of
the receiver. The photocurrent stimulus, which consisted of low and high-speed
switching rates, was scaled to the predicted bit-rate. This allowed the simula-
tion to exercise the receiver at the maximum predicted bit-rate, and to also check

the response to long strings of ones and zeroes. The power dissipation was also
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measured.

. An example of an eye-diagram produced by the simulation is shown in
Figure II1.46. Shown in this figure is the voltage at the inpu{ to the receiver, at
the input to the decision circuit, at the output of the decision circuit, and at the

riitput of the Schmitt trigger.

a4 s

volz

19 4

05 4

Cu

Figure II1.46: Simulated eye diagram for a 0.35 um CMOS receiver.

Figures I11.47 and II1.48 show the results of the HSPICE simulations and
of the receiver model, for receivers optimized for minimum optical power and for
receivers optimized for minimum total power (n = 50) in 0.35 um CMOS. These
figures graph the electrical power dissipation versus the optical power requirement
for six diﬁ'erent receivers of each optimization type. Both figures demonstrate that
the model accurately predicts the electrical power dissipation of the receivers to
within 1 dBm in all cases. |

Figures I11.49 and I11.50 also show the results of the HSPICE simulations
and of the receiver model; these figures graph the optical power requirement versus

bit-rate. For the simulation results, the bit-rate has been determined by measuring
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Figure I11.47: Comparison of HSPICE results and model of electrical power dissi- -

pation versus optical power requirement, for receivers optimized for optical power

in 0.35 um CMOS.

the signal rise-time at the output of the decision circuit, and using Equation II1.65.
These graphs show that the model appears to underestimate the maximum bit-rate
of the receivers. This inaccuracy stems from the app:orimation used to model the
rise-time and gain of 'the decision circuit, which is givén by Equation III.13. In
fact, in simulation the non-linear large signal operation of the decision circuit, as
qpposed to the linear small signal operation of the receiver gain stdges, can cause
it to shorten the total accumulated rise-time through the receiver stages instead of
adding to it. The model presented here uses a conservative estimate of the decision
circuit gain. Better accuracy in predicting the simulated bit-rate could be achieved
with a more accurate model of the decision circuit, with the drawback that such a

‘'model would complicate the model by requiring more fitting parameters.
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Figure II1.48: Comparison of HSPICE results and model of electrical power dissi-
pation versus optical power requirement, for receivers optimized for total power in

0.35 um CMOS.

III.LE.6 Technology Comparison

All of the result~. presented to this point have been for receivers in a.0.35

um CMOS process. At the time of writing, 0.35 um is a modern but mature

technology with high availability and commodity pricing. The next chapter will

describe the characterization of a receiver test chip fabricated in this process.
However, to provide a complete picture of receiver performance requires examining
how the receivers scale with the CMOS technology. ‘It has been predicted that

maintaining the performance of analog circuits in deep-submicron technologies will

be difficult, as short channel effects come to dominate, and as the threshold voltage
becomes a larger percentage of the supply voltage. Deep-submicron technologies
are more expensive to manufacture, resulting in higher wafer costs, which is offset

by the smaller die sizes possible with the smaller technology line-widths. However,
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Figure II1.49: Comparison of HSPICE results and model of optical power versus

bit-rate, for receivers optimized for optical power in 0.35 um CMOS.

analog circuits may not scale well, resulting in higher die costs. If the performance
increase is not significant, the move to a more aggressive technology may not be
* warranted.

Using the MOSFET model parameters presented in Section II.A, ihe
receiver optimization was run for the 0.5 pm (high V,), 0.5 um (low V;), 0.35
pm, and 0.1 pm CMOS technologies. Figure IT1.51 gives- the optical and electrical
energy per bit for receivers optimized for minimum optical power requirement.
Figure II1.52 gives the optical and total energy per bit for receivers optimized for
minimum total power, with n = 50. | |

Both figures show that as the technology improves, the maximum speed
increases and the energy per bit decreases. In contrast to the predictions made
about analog circuits in deep-submicron, there is a clear benefit to moving the

receivers to smaller line-width technologies, When optimizing for optical power,
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Figure II1.50: Comparison of HSPICE results and model of optical power versus )

bit-rate, for receivers optimized for total power in 0.35 um CMOST

the speed increases by approximately 1.6 times when moving from 0.5 to 0.35, and
2.5 times between 0.35 and 0.1 um. The electrical energy per bit also drops by

about a factor of two between technologies. Thers is also a benefit, but not as

¢ large, to using a smaller V;. This is seen in the difference between the two 0.5 um

curves. The main improvement in scaling the V; is a speed increase of 25%. The
electrical energy per bit does not improve much by scali-ng the V.

Figure II1.51 also shows how the significant short-channel effects in 0.1
pum CMOS distort the curve predicted in simple constant gain—bandwidth approx-
imation given in Section IIL.E.1. - |

When optimizing for total power, the speed gains are slightly smaller
than for the minimum optical power case. From 0.5 to 0.35 is a 40% increase,
and from 0.35 to 0.1 um is a 100% increase. At lower bit-rates, where all three

technologies are available, the technology scaling translates into a total energy
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Figure II1.51: Optical and electrical energy per bit for receivers optimized for"

minimum optical power requirement.

per bit reduction of 44% from 0.5 to 0.35, and 88% from 0.35 to 0.1 um. The

optical energy per bit decreases by a similar amount. It is interesting to note that
the V; scaling between the two 0.5 pm technologies does not make a significant
difference in their performance. This is in contrast to the improvement seen in
the optical poWer minimization case, when the V, was reduced. The reason for
this discrepancy is that scaling the V; improves the gain of the amplifiers, but
since the supply voltage is the same in both case, it does not significantly effect
their electrical power dissipation. Unlike the optical power minimization, the total
power minimization includes the receiver electrical pdwer; thus the difference seen
previously between the different V; processes is greatly reduced.

One conclusion to draw from this analysis is that there may be little bene-
fit to using advanced processes which allow for different V;’s on different transistors,

unless the supply voltage is also reduced on the low-Vj circuits. This would require

1177
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Appendix IV: Experimental CMOS Receivers

IV.A Introduction

In order to experimentally verify the receiver model and optimization pre-
sented in the preceding chapter, a test chip was fabricated and tested, containing -
experimental receivers. The experimental receivers were tested with both electri-
cal and optical stimulus. In addition, CMOS compatible detectors were tested and
characterized.

This appendirdescribes the receiver test chip, and presents the schematics
and layouts for the receiver test structures. The results of the electrical tests are
then presented, along with a comparison to the model and simulation results. Then
the optical tests are described, which make use of integrated CMOS-compatible
detectors. A data coding algorithm is suggested to compensate for the long diffu-
sion time of carriers in CMOS-compatible detectors, and the improvements when

using this data coding are verified experimentally.
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IV.B Receiver Test Chip

IV.B.1 Test chip overview -

The receiver test chip was fabricated rin 0.35 um CMOS. This test chip
ceniained structures to test the optimized receivers bbth optically (using CMOS
compatible detector structures), and electrically (using a MOSFET to simulate the
photocurrent from a detector).

The test chip contained 12 receivers, with six optimized for minimum
optical power, and six optimized for minimum total power with n = 50. Each .
receiver was optimized for operation at a different bit-rate. The supply to each
receiver was individually selectable, to allow for power dissipation measurements. -
The outputs of the receivers were multiplexed through pass transistors to the high-
speed output pads. Care was faken to separate the supplies between the receivers‘,
drivers, and the output driver, to avoid switching noise coupling back into the -
receiver front-end.

A PCB was also designed and fabricated. The receiver test chip was
mounted on the PCB, which provided the interface cabling and electronics, supply -
decoupling, and terminated the high-speed SMA connections to 50 ohms. This
PCE was also designed with split pov\'rer. planes, to minimize cross-talk between
the sensitive analog supply énd the noisy 50 ohm output driver supply.

Two different CMOS compatible detectors were used for optical tests.
One detector used the N-Well to P-substrate junction, and the other used the P+
diffusion to N-Well junction, as described in Section II. The N-Well to P-substrate
detector was expected to have high responsivity at the optical test wavelength of
850nm because of the deeper junctioh, but the diffusion time of carriers in the
substrate was expected to degrade the speed of this detector. The P+ to N-
Well detector was expected to have a very low responsivity at 850nm due to the
shallow junction depth, but was expected to be fast because the N-Well would

collect any carriers not generated in the depletion region of the detector. Six
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of the more sensitive receivers were connected to the P+/N-Well detectors, and
the remaining receivers used the N-Well/P-substrate detectors. In addition, a
stand-alone detector of each type was bonded out to allow for measurement of its
responsivity and calibration of the electrical tests.

A block diagram of the receiver test chip is shown in Figure IV.1.

receiver selector

4

vdd vdd
vdd vdd
vdd vad
e G T
vdd vdd .
vdd vdd
vdd vdd
calibration
detector

o
Vbalp Vbaln

output

vdad
drivers

Data
Selector

Power
Selector

Figure IV.1: Block diagram of the receiver test chip.'

IV.B.2 Receiver schematics

The model and optimization program described in Chapter III was used
to find the transistor sizes and number of stages for the optimum receivers. Each
receiver was optimized for operation at a different maximum bit-rate. Of the twelve

fabricated receivers six receivers were tested, labeled R10, R8, R7, R4, R2, and RO.



| V-4

Table IV.1: Experimental receiver design parameters.

- Receiver | Optimization | Config. Ry | A4, d.e51g‘;1 meaif.
- b b

R10 P 3+1 23.8 k2] 2.29 1.0 1.03

R8 P 1+0 4.6 k)| 5.62 1.1 1.11

R7 = Pygtn: 1+0 1.9 kQ | 3.67 1.0] 1.03

R4 Popt 3+2 21.3 k2| 2.22 1.1 1.07

: R2 ~ Popt 1+2 870 €2 3.06 1.0 0.96

- RO Popt 1+0 1.1 kQ | 3.52 1.1 1.08

Receivers R10, R8, and R7 were optimized for minimum total power with = 50.
Receiver R4, R2, and R0 were optimized for minimum optical power.

Table IV.1 gives the design parameters for the tested receivers. Listed in

this table are: the receiver configuration (given as N+P, where N is the number
of gain stages in the transimpedence amplifier, and P is the number of gain stages
in the voltage amplifier), the feedback resistance Ry, the unloaded gain-stage gain .
A,, and the modeled and experimentally measured values of 4the»biasAvoltage Vi.
Table IV.4 shows the performance of the receivers as predicted by thé model. Also

shown in this table is the experimentally measured performance, which is described ‘

below.

~ The inputs to i six of the tested receivers were connected to N-Well/P-

Substrate photodiodes. These on-chip photodiodes were used to simulate the pho-
todiode capacitance for the electrical tests, and were stimulated with an optical

signal for the optical tests. The photodiode capacitance was designed to match

the value of 250 fF used in the optimization, which yielded a 60 um diameter

detector.

The other six receivers, which were connected to P+/N-Well photodiodes,

did not operate properly due to self-oscillation. Because of a layout oversight,
the N-Well of these photodiodes was connected directly to the supply rail of the
receiver, instead of to a quiet reference voltage. This allowed the supply noise to

couple directly through the detector capacitance onto the input node, which is the
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Table IV.2: Experimental receiver transistor parameters.

Receiver | Mbp | Mbn | M1 | M2 | M3 | Mfp | Mfn | Md1 | Md2
Rio| 18 | 18 | 79 | 36 | 28 | 24 | 24 | 288 | 92
3.0 0.6 0.35 0.35 0.35 0.5 1.0 0.35 0.35

Rg | 40 | 30 | 200 | no [ 20 | s2-| 30 | 322 | 161
1.0 0.6 0.35 0.35 0.35 0.35 0.5 0.35 0.35

R7 | 80 | 50 | 398 [150 | 79 | 128 | 30 | 644 | 202
1.0 0.6 0.35 0.35 0.35 0.35 0.35 0.35 0.35

Ra| L8 | 18 | 224 152 | 70 | 18 | 22 | 45 | 226
3.0 0.6 0.35 0.35 0.35 0.5 1.0 .35 0.35

Ro | 18 | 18 | 1000 | 390 | 250 | 32.4 | 64 | 812 | 254
1.0 0.6 0.35 0.35 0.35 0.35 0.35 35 0.35

RO | 160 | 87 | 1250 | 745 | 251 | 168 | 56 | 1020 | 504
1.0 0.6 0.35 0.35 0.35 0.35 0.35 0.35 0.35

most sensitive node in the receiver.

The N-Well/P-substrate detectors did not suffer from this noise coupling _
problem. This indicates that the substrate noise was much smaller than the supply
noise for the receivers. This is not surprising, given the low-impedance ground
connection to the substrate, compared to the higher impedance in the supply line
from the power selection transistor used to individually power each receiver. Future
designs must use a separate, clean reference voltage for the detector bias.

The complete receiver schematics for the four different receiver configvra-
tions tested are shown in Figures V.2, IV.3, IV 4, and IV.5. Table IV.2 summarizes
the fabricated transistor parameters, as determined by the optimization program.
All transistor dimensions in this table are in um.

The receiver gain stage consists of transistors M1, M2, and M3. Their
widths are determined by the optimization program, and their lengths are the
minimum in the process, i.e. 0.35 um. The gain stage is replicated, with its input
tied to its output, to generate the bias voltage V;. Each experimental receiver has
a dedicated bias voltage generator with a dual-poly decoupling capacitor at its
output. Since the bias voltage generator could be shared across multiple receivers,

its power dissipation was not included in the power optimization program. To
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Figure IV.2: Full receiver schematic fof a'1+0 receiver.

1l 1l a8 o

allow for comparisons between the model and the measurements, the bias generator
power dissipation has been factored out of the measured total electrical power.
The decision circuit, which thresholds the receiver signal and produces ‘
the final digital voltage swings, consists of transistors Md1 and Md2. The width of
these transistors is also determined by the optimization program, and the lengths
are minimum.
PMOS transistor Mbp is used as a bias current-source to convert the on-

off current from the detector to a symmetrical current that changes sign but has the
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Figure IV.3: Full receiver schematic for a 142 receiver.

same magnitude for both 1 and 0 bits. (See Figure II1.3). The 1ength is chosen to
be at least 1.0 um, to increase the outfmt resistance of the current-soﬁrce. NMOS
transistor Mbn is used as a variable current source, to simulate a photocurrent for
high-speed electrical tests. During optical tests this transistor is turned off. Its
length is chosen to be non-minimum (0.6 um) to keep the output resistance of ‘the
current-source high. The dimensions of Mbp and Mbn are adjusted depending on
the sensitivity of the receiver, since this determines the magnitude of the current
required through these transistors.

The parallel combination of transistors Mfp and Mfn implement the feed-
back resistor. The sizes of these transistors are chosen to be as small as possible,
to reduce the capacitance associated with the feedback resistance. The transistor
dimensions are chosen using HSPICE to create the feedback resistance called for by
the optimization program. When determining the sizes, the nominal bias voltages
are set to V5 =0V and Vi =V, + 1.1V,

Finally, the Schmitt trigger and super-buffer are implemented as de-
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Figure IV.4: Full receiver schematic for a 3+1 receiver.

scribed in Section II1.C.4. The lengths of all of the transistors in the digital buffer

are the minimum 0.35 um for highest speed.

IV.B.3 Layout

A picture of three of the fabricated receivers, along with their CMOS -

photodiodes, is shown in Figure IV.6. The top two receivers are connected to the
N-Well/P-substrate detector. The bottom receiver uses the P+/N-Well detector.
The probe pad for measuring the bias voltage V, is shown to ‘the right of each
receiver. ‘

The layout sizes of the six tested receivers are summarized in Table IV.3.
This layout size excludes the bias voltage generator and the decoupling capacitors,
but includes the digital buffer. Using the experimentally measured power dissipa-
tion, the power density for each receiver is also given in this table. These power
densities are an order of magnitude or more larger than the 10 W/cm? density
rule of thumb for an air cooled chip. To meet the 10 W /em? criteria, these re-
ceivers must be surrounded by substantially lower power density circuitry, or more

advanced cooling techniques must be used.
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Figure IV.5: Full receiver schematic for a 3+2 receiver.

Table IV.3: Receiver layout sizes.

Receiver Size Power density
R10 | 26 um x 142 um 220 W/cem?
R8 | 26 um x 115 um 264 W/em
R7 | 26 um x 167 um 242 W/em?
R4 [ 26 um x 238 um 457 W/em
R2 | 26 um x 457 um 366 W/em?
RO | 26 um x 280 um 397 W/em?

IV ©Z Electrical tests

The receiver’s performance depends in part on the speed and responsiv-

ity of the optical detector. Since one objective of the test chip was to characterize

the receiver circuit performance independent of the detector, electrical tests were

performed that simulated operation with a very high speed detector. The Viu,

input, which controls the gate voltage on the Mbn transistor, was used to control

the simulated photocurrent. As long as Viun < V3 +V, the Mbn transistor is in sat-

uration, and acts like a current source with a reasonably high output impedance.

This criteria was easily met for the currents required by sizing the Mbn transistor

appropriately. Even though not illuminated for these electrical tests, the detec-
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Figure IV.6: Three fabricated receivers, with photodetectors.

tor was always connected to the input node, effectively simulating the detector

capacitance. \
A HP 8133A high-speed pulse generator was used to generate the control
voltage Viun. A typical output from the pulse generator is shown in Figure IV.7.

Here it is seen that the rise and fall time of the test signal is short enough to not be

a limiting factor in the test set-up. The voltage swing of the signal was adjusted,

along with the constant bias voltage Vi, to produce the most open eye-diagram

at the highest possible speed. The feedback transistor bias voltages V, s, and Vpy
were set at the nominal values used in the simulations, as this produced the most

o open eye diagrams.
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Figure IV.7: Input voltage signal from pulse generator at 622 Mb/s.

IV.C.1 Calibration of electrical source

-To determine the equivalent photocurrent represented by the voltage
swing of the Vju, signal, the receiver was tuned to its switching point with Vig,
set to its high voltage. Then Vpu, was set to zero, and the optical source was
used to find the equivalent optical power on the detector that brought the receiver
back to its switching point. Then using the calibration photodiode, the equivalent
photocurrent was measured for this optical power.

The measured results for average optical power presented in Table IV.4
were found by first converting the voltage swing on Vi, to an equivalent pho-
tocurrent as above. The average optical power was then calculated assuming a

photodiode with responsivity 0.5 A/W, as in the model.
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IV.C.2 Eye-diagrams

/

A HP 11802B high-speed sampling oscilloscope was used to capture the
eye-diagrams of the receivers. The eye-diagrams were created using a pseudo-
random bit sequence (PRBS) generated by the pulse generator. The eye diagrams
for‘all six receivers are presented in Figures IV.8 through IV.13. Also shown on
the eye diagrams is a hexagonal mask at the center of the eye. This rﬁask is used
to count hits that fall within tlge eye center, and is based on the standard mask
used for OC12 optical link testing. The mask ensures that the data is stable for
at least 20% of the bit period. In all of the eye diagrams presented here, there are
no hits within this mask, indicating that the eye is open and the bit error rate is
low.

- It is possible to create an open eye diagram and still have poor signal
quality. For example, if pulses the size of a single bit are entirely lost, the eye may -
be open but the output data will be corrupted. To insure this was not the case,
different data patterns were tried with single pulse bursts. The receivers faithfully

_reproduced the data patterns, indicating that the open eye diagrams represent
high quality links. |

N The bit-error rate (BER) can be estimated from the eye diagrams by
méasuring the standard deviation of the distribution of the 1 and 0 values in the
stable portion of the eye, and comparing this to the signal swing, in the manner
described in Section III.D.8. However, this technique “;ould find the BER of the
high-speed 50 ohm output driver, not the receiver circuit. To properly use this
technique, ideally the receiver signal should be tapped before the input to the
decision circuit, where the thresholding occurs. Unfoftunately, this is impossible
due to the drive and loading requirements of the oscilloscope. Without BER
test equipment, it was impossible to measure the exact BER. However, from the
eye opening and lack of hits within the test mask over many thousand captured
waveforms, it appears that the BER is very low - better than the 10~!® required

for digital links.
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Table IV.4: Experimental receiver measurements.

Model Measured
Recelver | it Rate :; = 5 o fr‘l"v‘;‘ Bit Rate nI: s 5 s ’; e
R10 [ 670 Mb/s | 9.1 13| 9.75|622 Mb/s | 8.12 15| 8.87
R8 1 Gb/s| 9.8 | 180 18.8 1 Gh/s | 7.89| 175 | 16.64
R7{1.5 Gb/s | 14.2 | 473 | 37.85 | 1.1 Gb/s | 10.49 | 460 | 33.49

R4 | 800 Mb/s | 35.7 7 745 Mb/s | 28.25 | 16
R2|1.3 Gb/s | 57.7 | 116 875 Mb/s | 43.46 | 122
RO 2 Gb/s | 45.8 | 804 1 Gb/s | 28.91 | 780

Table IV.4 summarizes the results from the model and the measurements
of the experimental receivers. The measured. equivalent optical power matched
closely the modeled optical power requirement for all si§: receivers. The measured
electrical power dissipation was slightly lower than the modeled values, and the
discrepancy was worse for receivers optimized for minimum optical power. The -
measured maximum speed for receivers R10, R8, and R4 matched the model well,
but the other receivers were significantly slower than predicted. It is likely that
the 50 ohm off-chip driver was a limiting factor at the higher speeds. Although
this was not predicted by simulation, it is possible that parasitic capacitances and
inductances due to the package and the PCB test brard limited the maximum
output speed.

The model predictions were based on nominal process parameters - as
shown in Section III.D.10, process variations can have a large effect on the per-
formance of the receivers. Another source of error is the resistance in the supply
rail due to the power selection transistors. This voltage drop in tﬁe receiver sup-
ply would have the greatest affect on the highest power receivers. This might
explain why the receivers optimized for minimum optical power, which used larger

transistors and dissipated the most power, were slower than expected.
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Figure IV.11: Measured eye diagram for receiver R4 at 740 Mb/s.



Figure IV.12: Measured eye diagram for receiver R2 at 875 Mb/s.
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IV.D Optical tests

In addition to the electrical tests described above, the receiver and in-
tegrated N-Well/P-substrate photodiode were tested optically. The optical tests
were performed with a commercial 850 nm diode laser module with a maximum
operating bit-rate of 2 Gbit/s. The differential input to the laser module was
driven by the high-speed pulse generator. The multi-mode fiber output of the
laser module was fed to a mechanically adjustable attenuator, and then to a lensed
fiber probe tip mounted in a fiber probe asseinbly. The attenuator was used to
adjust the optical power delivered by the probe tip, from less than 1 pWW to 320
uW average optical power. On the probe station, the fiber tip was aligned to the
photodetector structure through the microscope. Alignment was fine-tuned during

operation by adjusting the probe position to the point of maximum response.

IV.D.1 Detector responsivity and speed

The responsivity of the two photodiode structures was found using the
calibration detectors, which were bonded out to pins. First, the optical power .
from the fiber probe tip was measured with an optical power meter. Then the
photocurrent was measured from the detector, with different reverse biases, using
a HP 4140B Picoamp meter. The responsivity for the N-Well/P-substrate dete;ctor
was 0.46 A/W, and this value was constant for reverse bi»as‘es from 0 to 2 volts. The
responsivity for the P+/N-Well detector was 0.009 A/W at 3.3V reverse bias (P+
node at 0V') and dropped to 0.0081 A/W at 1.3V reverse bias (P+ node at 2V),
where the N-Well was held at 3.3V. The dark current for the N-Well/ P-substrate
photodiode was less than 2 pA. The P+/N-Well detector had a slightly higher
dark current of 60 pA.

The responsivity of the detector can be written [20]

—-aW .
_ne._ __f
p=(1-R) [1 1+aLn] (IV.1)

where 7 is the quantum efficiency, e is the electronic charge, hv is the photon
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energy, L, is the diffusion length for electroncs in the substrate, a is the absorption

- coefficient, W is the width of the depletion region, and R is the reflection coefficient

from the surface of the detector.

High speed response is obtained from carriers generated in the depletion
- region - the fraction of light absorbed there is (1 — e®%). Much slowe: response
is obtained from carriers that diffuse from deep in the substrate to the depletion

- region. These carriers are accounted for by the term (1 + aL,). At 850 nm, the

absorption length () is 14 pm. The diffusion length L, can be 100 ym or more.
Considering that the N-Well depth is only several microns deep, a good portion
of the absorbed light must diffuse back to the depletion region when operating at
— 850 nm.

. The maximum possible responsivity at 850 nm, %, is 0.69 'A/W . Our
N-Well/P-substrate detector with responsivity of 0.46 A/ W shows a maximum loss
of about 33%, due to reflections when illuminated by the fiber probe. This assumes .
100% absorption and collection of the photogenerated carriers. In the layout, the

B ‘ passivation was cut over the photodiode in the manner used to open the pads for

bonding. The thinned passivation may have helped reduce the reflection losses.

The speed of the N-Well/P-substrate detector was measured by connect-

ing the calibration detector to the 50 ohm oscilloscope input through-.a bias-T.

The bias-T was used to apply different reverse biases to the detectc:, to see how

the detector speed varied with reverse bias. The oscilloscope averaging function

was used to reduce the noise, since the voltages measured were less than 10 mV.

Figure IV.14 shows the detector response for a square wave optical input at 150

MHz, which was used to be above the 100 M H2z cut-off frequency of the bias-T.

The three curves in the figure are the results for reverse biases of 0, 1, and 3 volts,

with the fastest curve at 3 volts and the slowest curve at 0 volts. Table IV.5 sum-
marizes the 10% to 90% rise times for the different bias conditions. The reverse
bias condition used in the experimental receivers is set by V}, and is approximately

1 volt.
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Figure TV.14: Speed of the N-Well detector, at reverse bias voltages of 0, 1, and 3

volts

Using the criteria that the rise time is 60% of the bit period (see Equation
IT1.65) means the maximum speed possible with this detector is 285 M b/s with
a 1 volt reverse bias. The detector speed improves slightly with a larger reverse
bias. This is due to the widening of the depletion region width W. Increasing the
reverse bias is difficult, however, since the the substrate is tied to ground and the
input to the receiver is set to ¥} by the feedback. '

Even if the 60% criteria is ignored, the long diffusion time of carriers
generated deep in the silicon contributes to a base-line wander effect with this

detector at higher speeds. This is shown in Figure IV.15, which shows the detector
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Table IV.5: N-Well/P-substrate photodetector rise time vs. reverse bias, at 200
MHz

-

Vbias | 10% == 90% trise |
0.0V 2.3 nsec
1.0V 2.1 nsec
3.0V 1.8 nsec

response to long strings of 1s and 0s, with short bursts of 2.5 nsec pulses in between.
It is clearly difficult to set a fixed threshold between 1 and 0 in this case, as it is

signal dependent.

IV.D.2 PRBS results

Figures IV.16 and IV.17 show the results of the optical tests using PRBS
data with receivers R10 and R8 respectively. The opticél power for receiver R10 ‘
was 40 uW, and the bit-rate was 100 Mb/s. For receiver RS it was 240 uW at
200 Mb/s. The average optical power was higher than predicted by the electrical
measurements because of the non-zero extinction ratio of the optical source, the °
lower responsivity of the actual detector as compared to the model, and the base-
line wander due to the slowly diffusing carriers. The effect of the base-line wander
is to increase the jitter when long strings of 1s and 0s are encountered in the data.
This is seen in the eye-diagrams by the large transition regions with no sharply
defined edge. The limiting component in the link is clearly the detector, since thé
electrical tests show that the receivers are capable of operating more than 5 times

faster than measured optically.

IV.E Coding for CMOS detectors

One way to reduce the base-line wander is to code the data so that the
average energy per symbol is the same. This way, the slow component of the

photocurrent is the same for every symbol, and becomes a constant average value
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Figure IV.15: Base-line wander in the N-Well /P-substrate detector due to the long

diffusion time of carriers.
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- Figure IV.16: Eye diagram of optical tests with PRBS on receiver R10. The

bit-rate was 100 Mb/s and the average optical power was 40 uW.
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Figure IV.17: Eye diagram of optical tests with PRBS on receiver R8. The bit-rate
was 200 Mb/s and the average optical power was 240 pWV.
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Table IV.6: Binary (manchester coded) vs. Ternary PPM

Code | Binary | Binary PPM | Ternary PPM |
1000 01 01 01 001 001 -
2/ 001 [ 010110 001 010
3/010 ] 0110 01 001 100
41011 ] 0110 10 010 001
5/ 100 10 01 01 010 010
6101 ] 10 01 10 |- 010 100
7110 10 10 01 100 001
8111 10 10 10 100 010
9 100 100

that is not signal dependent. Such a general code is pulse-position modulation
(PPM). PPM is a coding scheme where the position of the pulse in the symbol
determines the symbol value. PPM has been shown to be a well-suited code for low
power optical systems. [70] If the PPM alphabet size is'given by Q, then binary .
(Q = 2) PPM is manchester (time differential) coding.

The rate of information transfer is given by r, with units nats/sec. The
amount of information per pulse-slot for PPM is given by
In(Q) _ In(3)

Q =73

where the units are nats/slot. Here, Ty is the pulse-slot size in seconds. The

T, = (IV.2)

inequality indicates that ternary PPM (Q = 3) ﬁelds the largest information
throughput for a fixed pulse-slot size. ' ,

The advantage of ternary PPM can be seen from Table IV.6. Here, in
six bits (or pulse-slots), only 8 codes are possible with binary PPM, whereas 9
codes are possible with ternary PPM. Ternary PPM .reduces the average optical
power compared to binary PPM, while keeping the energy per symbol constant to
eliminate base-line wander.

It would be possible to use all 9 symbols for information transfer. Un-
fortunately, transforming the 9 symbols into a binary value for computation is

non-trivial. A better use for the extra symbol would be to maintain code synchro-
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nization by mixing in the extra symbol to break up long strings of the same code.
For example, a long string of the codes .0 010 010 010 010 010 010" could be
mis-interpreted as “001 001 001 001 001 001 0..” if the synch;onization with the
first code pulse-slot is lost. If the extra code is used whenever this symbol repeats,
then this string becomcs “..0 010 010 001 100 010 010” (assuming the extra code
is “001 100”), and tyhe’syhchr‘onization will be recovered. The code “001 100 is
a good choice for re-synchronization because there is only one choice for the first
code pulse-slot that leads td a valid ternary PPM code. '

Figures IV.18 and IV.19 are eye-diagrams of the optical tests of receivers
R10 and RS using a ternary PPM data stream. The ternary PPM data stream is
generated by the pulse-generator with the programmed sequence “001 010 001 100
100 010 001 100 100 010 10” where the last two bits were required to fill the 32-bit
data pattern used by the pulse generator. Although this is not a rahdom sequence,
the sequence was chosen to cover as many pulse-slot spacings as possible.

The pulse-slot rate for the R10 receiver was 400 Mslot/s, which translates
to a bit-rate of 200 Mbit/s. The R8 receiver operated at 300 M bit/s. The eye-
diagrams are more open and sharply defined than in the uncoded PRBS case,
and the effective data rate is higher even though coding is being used. This
clearly demonstrates the value of coding the data stream when using the N-Well/P-

substrate CMOS def;ctor.

IV.F Conclusion

In conclusion, the test results from the fabricated receiver test-chip val-
idated the receiver model and optimization presented in appendix III. Receivers
designed for less than 1 Gbit/s operation had characteristics very close to those
predicted by the model. Operation above 1.1 Gbit/s was most likely limited by
the off-chip driver on the test-chip.

A CMOS compatible detector was also tested and characterized together



Figure IV.18: Eye diagram of optical tests with ternary PPM on receiver R10.
The pulse-slot rate was 400 Mslot/s. The average optical power was 40 uW. ~

Figure IV.19: Eye diagram of optical tests with ternary PPM on receiver R8. The
pulse-slot rate was 600 Mslot/s. The average optical power was 240 uW.
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with the optimized receivers. Operation at low data rates (< 200Mbit/s) was
o de;monstrated with uncoded data. A data coding algorithm was suggested to com-
pensate for the long diffusion time of carriers in CMOS—compa;ible detectors. The
improvements when using this data coding were verified experimentally, allowing

the data rate to increase to 300 Mbit/s.
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Appendix V

V. GAIN-BANDWIDTH PRODUCT OF A VCSEL AMPLIFIER

V.1. Introduction :

The first condition that a VCSEL amplifier needs to satisfy is that it should be
able to provide high gain without limiting the system bit rate, or equivalently, it has to
demonstrate a high gain-bandwidth product. In the following, we use ar equivalent
electrical circuit to model the VCSEL amplifier, and we derive za, analytical
expression for its gain-bandwidth product. We then verify this theoretical expression
with experimental data and propose an optimum structure for 2 VCSEL amplifier.

The small signal behavior of a semiconductor laser is modeled with equivalent
passive electrical circuits where electrical modulation, optical modulation (i.e. laser as
an optical amplifier), and multimode operation of the laser are accounted for. These
circuits offer a fast and efficient simulation tool with very little computational
complexity, where the small-signal assumption (i.e. small modulation range) is not
violated or is sufficient enough for the simulation.

Then, the equivalent circuit for the case of optical modulation is used to derive
an analytical expression for the gain-bandwidth product of a VCSEL amplifier.
Experimental results for the steady-state gain and the -3dB bandwidth of the optical
amplifier are used to verify the theory, which predicts gain-bandwidth products of 111
GHz and 556 GHz for VCSELSs with three 85A-thick quantum wells with optical gains
of 1000 cm™ and 5000 cm™, respectively. Small-signal steady-state gains of over 23 - -
dB are demonstrated. The effects of saturation and biasing conditions are also studied
and measured. It is shown that biasing the VCSEL at its threshold provides the
maximum steady-state gain, and the maximum gain-bandwidth product. The
maximum gain-bandwidth product is directly proportional to the photon loss rate from

the output mirror (oy). To maximize it, the reflectivity of both mirrcss must be
lowered (~ 97%) and optimized to a value where the optical gain is bareiy sufficient to
compensate the total mirror loss (i.e. where threshold ¢an barely be reached). The
proposed VCSEL amplifier structure can also be used as an ultra low voltage (~ 50
mV), high contrast ratio (> 10:1), high speed (> 1 GHz) optical light modulator.

Semiconductor lasers have been extensively modeled in terms of equivalent
electrical circuits [1,2,3,4,5] to simulate their large-signal behavior. However, since
the laser behavior includes nonlinear effects, accurate models tend to be
computationally very demanding. For simulations, where speed is favored over
accuracy or where the operation of the laser is limited to a small modulation range, it '
is more advantageous to model the small-signal behavior of the laser. In this case, the "
laser equations are reduced to linear differential equations, and the electrical circuits
that model the laser are significantly simplified. Previously, based on the impedance
characteristics of a laser [6], an equivalent electrical circuit has been proposed to
model the small-signal behavior of lasers in the presence of small perturbations [7].
This circuit has been further modified to include the effects of lateral carrier diffusion
[8] and of package parasitics [9] under electrical modulation.
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In section V.2, we exploit the similarities between semiconductor lasers and
electrical RLC circuits to repeat the derivations of the above electrical circuits, which
exactly model the small-signal behavior of semiconductor lasers under electrical
modulation. We then extend our derivations to include optical modulation (i.e. when a
laser is used as an optical amplifier) and multi-mode lasers, where the secondary
modes can be longitudinal, spatial, and/or polarization modes. In Section V.2.1, we
state the small-signal rate equations, and outline the procedure to convert these
equati~iis into current and voltage equations of RLC circuits. This procedure is then
applied to electrical modulation (section V.2.2), and the resulting circuit is compared
with the previously published circuits for verification of our model. In Sections V.2.3
and V.2.4, we modify the equations and our electrical circuit to include optical
modulation as well as multi-mode operation of a laser.

The next section (Section V.3) investigates the performance of a VCSEL
amplifier in terms of its gain-bandwidth product. Semiconductor laser amplifiers
(SLA’s) have been used for amplification of an external optical signal beam in optical
and optoelectronic communication systems [10,11,12,13], and their gain and noise
characteristics have been previously studied [3,4,14,15]. In a free space optoelectronic
interconnection system, optical amplifiers can be employed to either reduce the gain
required from the receiver circuits, or to reduce the optical power required from the
transmitters. Both cases decrease the power dissipation in the receivers and the
transmitters, and increase the bandwidth and the interconnect density of the systern
[16,17]. In these applications, SLAs are advantageous over electronic amplifiers (e.g.
avalanche photo-diodes) due to their high bandwidths, and their low supply voltages,
which enable them to be integrated with electronic circuits.

For free space optically interconnected systems, VCSEL amplifiers can offer
certain critical advantages over edge-emitting SLAs. These advantages include higher
GBW product, very high packing density due to 2-dimensional array fabrication, low
coupling losses due to circular cavity geometry, and low noise due to single mode
operat'va (i.e. no mode-partitioning noise). The feasibility of VCSEL amplifiers has
been _ studied theoretically [18,19,20) and demonstrated experimentally
[21,22,23,24,25].

In section V.3, we use an equivalent electrical circuit to derive the small-signal
steady-state gain, and -3dB bandwidth of a VCSEL amplifier under different biasing
conditions. We then combine the two results to obtain a simple theoretical expression
for the maximum gain-bandwidth product of the amplifier, and we report experimental
results to verify the theoretical predictions and expressions. Then, we discuss the
practical system issues in using a VCSEL as an amplifier, and finally, we show that
the proposed VCSEL amplifier structure can also be used as an ultra low voltage (~ 50
mV), high contrast ratio (> 10:1), high speed (> 1 GHz) optical light modulator.

In Section V.3.1, to derive analytical expressions for the gain, bandwidth, and
the maximum gain-bandwidth product of VCSEL amplifiers, we utilize a passive
electronic circuit, whose voltage and current equations are exactly equivalent to the
small-signal rate equations of a semiconductor laser under external optical modulation
(derived in section V.2.3). Section V.3.2 presents the experimental data that validates
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the theory of section V.3.1. Section V.3.3 proposes an optimal VCSEL amplifier
structure and the expected GBW product for typical device parameters, and discusses
the system issues to make the device practical. Section V.3.4 outlines the method to
use the VCSEL amplifier structure as an efficient optical light modulator. Section V.6
concludes the paper.

V.2. Small Signal Equivalent Circuits for a Semiconductor Laser

V.2.1. Analogies between semiconductor lasers and RLC'circuits

Rate equations can be utilized for a simple treatment of the frequency and/or
time-domain behaviors of the electron and photon numbers in a laser cavity. The
reader is referred to any textbook on lasers for a discussion of the rate equations, and
their validity for various laser phenomena (e.g. [26]). The general rate equations for a
single mode laser are '

P(t)=G-P(1)-7-P()+ Ry
N(t)=11qm_ Ye-N(©)-G-P()

Equation V.1(a,b)

where P and N are the total number of photons in the lasing mode and electrons in the
excited state inside the cavity, respectively. The dots on top of P and N represent time
derivatives. The three terms on the right hand side of the first equation are, in order,. -
the stimulated emission rate, the total photon loss rate including the loss through the
mirrors, and the spontaneous emission rate into the lasing mode. The three terms in the
second equation are, in order, the injection rate of electrons into the gain medium, the
electron loss rate (including nonradiative recombination, spontaneous emission and
Auger recombination), and the loss rate of electrons due to stimulated emission.

To derive the linearized small-signal rate equations of a single mode laser, the
total photon number in the lasing mode (P) and the electron numbér in the excited
state (N).inside the cavity in Equation V.1(a,b) are replaced by P + &P and N + ON,
respectively. P and &N are perturbations to the steady-state values, and are functions
of time. The total photon loss rate (y) is assumed to stay constant, whereas the
stimulated emission gain (G), the spontaneous emission rate into the lasing mode
(Rsp), and the total electron loss rate (ye) (excluding the loss due to stimulated
emission) are expanded in truncated Taylor series as follows:
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Equation V.2(a,b,c)

Substituting Equation V.2(=,b,¢) into Equation V.1(a,b), subtracting Equation V.1(a,b)
from the resulting expressions, substituting (-Rgp/P) for (G- y) (from the steady-state
solution of Equation V.1(a)), and ignoring all the second order terms in 6P and/or 8N,
we get the linearized small-signal rate equations in the presence of a small
perturbation (i.e. assuming P <<P and 8N << N) [26]

8P(t) = —T'p - 8B(t) + oy-yp -ON(1)

8N(t) = ~Ty -6N(t) — 6p_, - SP(t)
Equation V.3(a,b)

where I'p and I'y are the decay rates of fluctuations of the .photon and electron

numbers, respectively, and on.>p and op.>N are the coupling coefficients between the
photon and the electron number fluctuations. Note that the electron and the photon
numbers in Equation V.3(a,b) (6N and &P) refer to the deviations from the equilibrium
values at a given bias of the laser. At a given bias point, which fixes P and N, the four
coefficients in Equation V.3(a,b) are given as

R
Iql’:_PR—(-“’l" ; I-.N='Y<:""Y¢3N'N"'GN°P

oNoP =G-P+Rgy 5 opsn=G+Gp-P
Equation V.4(a,b,c,d)

where the subscript of P or N on the right side of the equatlons mean the derivatives
with respect to P or N, respectively.

At this point, we note that the small-signal rate equatlons are two linearly
coupled differential equations, similar to the voltage and current equations of an RLC
circuit. In a laser cavity, the electrons and the photons exchange energy through
absorption and emission with the various loss mechanisms dissipating energy in the
cavity. Similarly, in an RLC circuit, the capacitor and the inductor exchange energy, -
and the resistor dissipates energy out of the circuit. In addition, the continuity
conditions of the electrical circuit (i.e. voltage across the capacitor and current across
the inductor are continuous) are equivalent to those of the laser cavity (i.e. the changes
in the electron and photon numbers inside the cavity are continuous if rate equations
are being utilized). Motivated by these analogies, we make the assumption that the
excited electrons in a laser cavity can be represented with the charge across a
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capacitor, and the photons in a given mode of the laser with the magnetic flux linkage
of an inductor

R () : _Q0
8P(t) = q-(Henry/sec) ’ oN(") = q
Equation V.5(a,b)

where division by the electronic charge (q) and by the fixed units of (Henry / sec) are
to cnsure proper units for the components in the electrical circuit. Assigning electrons
to #n inductor and photons to a capacitor still would have given us the same results,
but the component values in the electrical circuits would turn out to be negative.

We use Equation V.5(a,b) and the standard equations for a capacitor and an
inductor (i.e. Q=C V¢ ,ic=dQ/dt; ¥=Li., VL =d¥/dt) to convert Equation
V.3(a,b) into voltage and current equations

vp(t)=~Tp -L-ip(t) +on,p - C-ve(t)-(H/s)

ic(t) = -Tyy -C-vo(t) ~—E=2 Leip@®)

(H/s)

Equation V.6(a,b)
Equation V.6(a,b) are the voltage and current equations of the circuit given in Figure
V.1 (with a proper choice of component values). This circuit is exactly the same as the

one given in [7] to model the small-signal behavior of a single mode laser in the
presence of small perturbation.

o Lip()
1 J ) PO= T Hery/sed)
R ‘c i 5N(t)=CJ‘£).
q
L Vi Lo WH/s)
R, -+ + | - OPN
\Y C— vV [ S S
R c (HIs) onoe
. + g _(H/s) onop
. n=-
Ro > Vi I
_ (H/s) Tp
Rp_—._..._..._
OpPoN

Figure V.1 Small signal circuit model of a single mode laser in the presence of
small perturbation.
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The output light power of the laser (6Pou(t)) is the product of the deviation of
the photon number from the equilibrium value (8P(t)), the unit photon energy (hv),
and the photon loss rate through the output mirror (otm), so from Equation V.5(a) and
Figure V.1, we have -

_ L-ip(t)
SPout(t) =0ty - (H /S) -hv

Equatlon V.7

V.2.2. Electrical Modulation o
For an arbitrary external electrical modulation (in(t)), Equation V.3(b) is
modified :

®)

8N(t)——FN SN(t) -op_N- 6P(t)+—“;—-

Equation V.8
such that the current equation of Equation V.6(b) becomes
. c ‘L-iy (1) .
ic(t)=-Te -C-ve(t) -—E=2D——L. ), i (t)

(H/s)
Equation V.9

The circuit is then modified as in Figure V.2, and including the electrical parasitics
associated with an external current source gives us the circuit published in [9].

iy iod iy
+
L \A
+ c -
i (t .
""()CD RS v C ==, .
(elec. mod.) - - +
RP VRp

Figure V.2 Small signal circuit model of a single mode laser ivith electrical
modulation.

V.2.3. Optical modulation

By choosing an appropriate bias point, a laser can be operated as an optical
amplifier [10,11,12,13]. In this case, the photon number for a given laser mode is
externally modulated, so Equation V.1(a) is changed to read

V-6



. P
P(t)=G-P(t)-7-P(t)+Rgp + 1, -—m—hit)

Equation V.10
where Pjy(t) is the input light power. As a result, Equation V.3(a) is modified as

SP(t) = —T'p - SP(t) + Gpyp -ON(1) + 1 -5}%\(-,9

Equation V.11
and in return, the voltaze equation of Equation V.6(a) becomes :
- : q-(H/s)-nc-Pip(t)
vp(t)=-Tp -L-ig(t)+on,p- C-vel(t) -(H/S)+

hv
Equation V.12

where 1 is the coupling efficiency of the optical input signal into the Fabry-Perot

cavity of the laser
ne = T1(1 —;Rll'
1+ RjRp - ZJRle cosd
Equation V.13 \

In Equation V.13, subscripts 1 and 2 refer to the input mitror and the second mirror,
respectively. T and R are the transmittance and the reflectance of each mirror, and the
absorption in the mirrors (i.e. T+R+A=1) as well as unequal mirror reflectivity (i.e. R1
R2) are taken into account: & is the mismatch between the wavelength of the input’
signal and the optical round-trip path length of the cavity. The above equation is
obtained by slightly modifying the procedure given in [27], where the transmittance of

a passive Fabry-Perot interferometer is calculated.
The additional term in Equation V.12 adds to the voltage across the inductor,

. 50 it is equivalent to placing a voltage source in series with the inductor-resistor pair in

the equivalent electrical ciccuit (Figure V.3).

i,J ic¢ iL+ +

L Vi

+ +
R, c — , +
V.Rn — V.c R, Ve

_q (H/ P,
vin(,)_qg S)hvn; nt)

Figure V.3 Small signal circuit of a single mode laser under optical modulation.




V.2.4. Multi-mode lasers

The model for a multi-mode laser is more involved. When more than one mode
exists in the laser, the rate equations of Equation V.1(a,b) become

Py (t) = Gy - Pe() 15 - Py (+ Rep,

. I .
N(t):—%ﬁ— Ye -N(1)=ZGy - Py(t)
k
Equation V.14(a,b) .
where k is the mode number (i.e. Equation V.14(a) is actually a set of k equations for
k modes). Following the same procedure as in the single mode laser, the small-signal
rate equations (analogous to Equation V.3(a,b)) are derived

8Py(t)= ~T'p - 8P;(t) + Onyp, -SN(1)

8Py ()= ~Tp, 8Py (t)+on_p, -8N(1)

8N(t) = -y -8N(t) - Z - SR(1)

Equation V.15(a,,...,ay,b)

where the expressions for the decay rates and the coupling coefficients (i.e. Equation.
V.4(a,b,c,d)) are now given separately for each mode by simply adding a subscript
from 1 to k to each of the P terms. .

Using Equation V.5(a,b), along with the standard current-voltage equations for
a capacitor and an inductor, in Equation V.15(al,...,ak,b), and rearranging the q and (H
/ s) terms, we obtain one current equation and k voltage equations (one for each of the
k modes) '

vy, ) =-Tp -Ly-ip () +onsp, C-ve®)-(H/s)

ve, ()=-Tp, -Ly iy, ()+onosp, -C-ve(t)-(H/s)

A < Op N Ly g, ()
ic(t)=-Tn -C-vc(t) % )

Equation V.16

The circuit satisfying all of the above equations is not a trivial one, and the
resulting circuit is given in Figure V.4, along with the component values.
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' / ; O /s P..:(t) ©
Rpj= (H/s)I'pj NP, ; Vi) = q (H/s) n¢ Pipj(t) oNo P,

Figure V.4 Small signal circuit model of a multimode laser.

Note that each inductor (Lj), which reprosents an optical mode, is now
accompanied by a second inductor (L,;) to account for the reduction in the coupling
coefficient of that mode with the electrons. The output power of each mode is
proportional to only L;, and not L,‘J The dominant mode.is expressed by the leftmost
inductor-resistor pair (i.e. mode 1 in Figure V.4). This mode has the highest coupling
with the electrons, so it has the smallest Ry, Lj, and Ly;. The addition of external
modulation to the circuit is exactly the same as explained in Sections V.2.2 and V.2.3.
A current source in parallel with R, is added to account for electrical modulation, and
a voltage source is added in series with an inductor-resistor pair, whose mode matches

that of the optical input signal (shown in Figure V.4).
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V.3. Theory and Experiment for the Gain-Bandwidth Product of a
VCSEL Amplifier -

V.3.1. Theory -

V.3.1.1. Analytical expression for GBW product
The simplest set of equations to study the interaction between the electrons and
the photons in a semiconductor cavity are the rate equations. The general rate
equations for a single mode laser are given in Equation V.1(a,b), and repeated below
for convenience

P(t)= G-P(t)-y-P(t)+Ry,
Nit)—-—lbéﬁ— Ye N(O)-G-P(t)

Equation V.17(a,b)

At a given bias point (i.e. for a fixed Iy, P, and N), if we assume a small
perturbation to the electron and photon numbers such that 6P << P and 8N <<.N,
Equation V.17(a,b) can be converted to linearized small-signal rate equations (given in
Equation V.11 and Equation V.3(b)): .

8P(t) = ~T'p - 8P(1) + o _yp -SN(1) + 1, .Bﬁ—(-t)
v

8N(t) =~y -8N() - op_y - SP(t)
Equation V.18(a,b)

where we have included the last term in Equation V.18(a) to account for the optical
input power (Pi). 1 is the coupling efficiency of the input beam into the Fabry-Perot
cavity and is given in Equation V.13.

A passive equivalent electronic circuit has been proposed to model a single
mode semiconductor laser under external optical modulation (Section V.2.3),[28]. The
voltage and current equations of this electronic circuit are exactly equivalent to the
linearized small signal rate equations of a laser (i.e.Equation V.18(a,b)) with a proper
choice of component values for the circuit (Figure V.3). The perturbations to the
electron number (8N(t)) and to the photon number (8P(t)) inside the cavity are equal to
the charge across the capacitor and the magnetic flux linkage of the inductor,
respectively. The output light power (Poyu(t)) is the product of the inductor’s magnetic .

flux linkage (L i (t) = 8P(t)) and the photon loss rate from the output mirror (otm):
Pout(t) =y - 8P(t)= apy - L-ip (1)

Equation V.19
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mom 2lcavity,eff.

Equation V.20

where ‘m’ is the subscript for the output mirror, T is the mi;ror transmission, and
leavityerr. is the effective cavity length including the penetration of the field into the
mirTors. '

To find the gain and the bandwidth of the amplifier, we apply a sinusoidal
input: Pip(t) = Pj, sin(on, t) to the circuit of Figure V.3. Using Equatior: V.19, we get
the gain of the amplifier as a function of modulation frequency:

Gain(o,,) = eu@m)_neopliy el -
" Pp@m) Vi r(‘——‘“—R )+im L+R,|
l+iogR,C) ™ P

Equation V.2l

which can be arranged in & more intuitive way to show the interaction between the
frequency pole due to the optical mode at (Ry/L = I';) and the pole due to the electrons -
at (1/R,C=TI7): ‘

Gain(op,) = ncaﬂ(rn Tl ’l‘) :

(o +iog) (Fp + i")m)"' (GNP "OP5N)
Equation V.22
Taking the absolute value of the expression, we get:

B
_ e (T2+0 2)
(o) - callal t0n'p 1

[(GN—-)P OpoN*+In 'rp "mmz)z + (rn + Iqp)z 'mﬁnz]z ’
Equation V.23 '

If a semiconductor laser is biased above its threshold, its transient behavior in
response to a perturbation is expressed with two parameters: the damping rate (I'r) and
the relaxation oscillation frequency (Qg). These are given as [26]:

T = %(rn +Tp)

1
Qr =J°'N-+P "OPN "Z(rn -l“p)2

. 1 .
I‘X =J—QR2 =Jz(rn _l_,p)Z “ON->P'OP5N

Equation V.24(a,b,¢)

V-11



By definition, at the threshold of the laser, Qr = 0. If biased below threshold, the
expression under the square root in Equation V.24(b) becomes negative, so in
Equation V.24(c), we defined a third parameter (I'x) for the case of a laser biased
below threshold. -

Substituting the parameters from Equation V.24 into Equation V.23, we get the
gain of the amplifier for the two different biasing conditions, below and above
threshold: '

1
2., 2%
amil +o
Gain(oy,) = et (i’ +on’ P = for Tyips <Ly,
2. 22
[(FRZ T2 -0y2 ) +4T%0p, }
1
2, 2
o\l +0
Gain(oy) = N m( - = y for Ipas > Iipy

1
[(FRZ +0p2 —ag2) +41".R"-m,,,2}E
Equation V.25(a,b)

The former case corresponds to an overdamped circuit in Figure V.3, where the
equilibrium point is reached through an exponential decay. The latter case, in turn,
corresponds to an underdamped circuit, which experiences damped oscillations before
reaching equilibrium (i.e. relaxation oscillations in a laser). .
To find the steady-state gain, we set o, = 0, and both Equation V.25(a,b)
converge at the same maximum gain when the amplifier is biased exactly at threshold
(i.e. Qr =Tx = 0): '

: NeOmly
Gamstcady—state,max imum = FRZ for Ipjas = Ith
Equation V.26

The fact that maximum gain is achieved at threshold can be qualitatively
explained as follows: the gain depends on the number of electrons available inside the
cavity for stimulated emission such that when the input photons enter the cavity, they
will use this reservoir of electrons for amplification. Below threshold, increasing the
bias current up to the threshold current continuously increases the electron number in
the cavity, and thus the gain. On the other hand, above threshold, the electron number
in the cavity is approximately clamped at the threshold value, but increasing the bias
current any further increases the number of photons in the cavity. These photons .
compete with the input signal photons, such that the number of electrons available for
amplification ‘per photon’ has declined. As a result, the gain of the amplifier drops
with an increase in the bias current above threshold. '

For a VCSEL biased at threshold, we set Qg = 0 in Equation V.25(b), and we
solve for the -3dB bandwidth of the amplifier (i.e. ®n, at which the gain drops to 1/2 of
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its sieady state value). If we let I, = y I'p at threshold, where (y) is a constant, we
have:

Equation V.27

If the bias current is moved away from threshold, both the steady-state gain and the
bandwidth of the amplifier decrease. Furthermore, the expression for bandwidth is no
longer a simple one, and the exact bandwidth of the device can only be computed
numerically from Equation V.25(a,b). :

Making the same substitution of I}, = y I'g in Equation V.26, and multiplying
Equation V.26 with Equation V.27, we get the maximum gain-bandwidth product of
the amplifier, which occurs when it is biased at its threshold:

[
sz l3) ol g
GBWax imum = n <| ‘-;2'1+21—5—4— J
{
Equation V.28

From Equation V.24(a), as the ratio of I', and I, changes from IM<<Iptoli
>> T, the constant (y) goes from 0 to 2. Within this range, the expression in curly
brackets in Equation V.28 lies between 1.73 and 2.23 (plotted in Figure V.5), so we
can approximate the whole expression to 2 to get a simple equation for the maximum
gain-bandwidth product independent of (y):

1
2

NI»—-

]
|
t
I
J

N &
GBWpax imum E_c‘;'t—m' :

Equation V.29

Equation V.29 is valid for a semiconductor amplifier, where it is assumed that
the device is single mode, and that it is biased at the threshold of that optical mode.
These two conditions imply that for a given input beam with a certain longitudinal
frequency, spatial profile and polarization, the device is biased at the point where the
cavity mode that matches the input beam in all three characteristics is at its threshold.
This bias point is not necessarily equal to the device threshold because as the bias
current is increased to above the device threshold, the laser may experience mode
hopping to different spatial or polarization modes. In this case, if the input beam
matches any one of these new modes, the mode threshold will be the bias current
where that mode becomes the dominant mode, and not when the device starts lasing.
The two assumptions (i.e. single-mode operation and biasing at threshold) also imply
that at that bias point, there is no other cavity mode at or close to its threshold.

V-13




0 02 04 06 0s H 1.2 1.4 1.6 12 2
Iy<< T y Teo> T,

Figure V.5 Value of expression in 'y' as I'y goes from << I'p to >> [p.

In practice, small diameter VCSELs (i.e. diameter < ~6um) have only one
spatial mode. Also by introducing an asymmetry either to the shape of the cavity or to
the gain and/or loss mechanisms inside the cavity, the device can be forced to operate
in a specific polarization. This ensures single mode operation. However, decreasing
the diameter of the device decreases the alignment tolerance of the system optics, so
for amplification, midsize VCSEL structures (i.e. 10-25 um) may be preferred. In this
case, multiple modes can co-exist at a given bias point, and the previous assumption of
single mode operation to obtain Equation V.29 may be violated.

For the case of an amplifier where two cavity modes have the same threshold,
the small signal rate equations i Equation V.18(a,b) are modified to take into account
a second optical mode interacting with the electrons: ‘

Spl(t) = -rp] . SPI(t) +ONo P, -ON(t)
| Ppn(®)
8Py(t) = ~T'p, - 8P, (t) + onyp, - SN(t) + 7 - -

ON(t) = —I'y -ON(t) - Op,—N " SPy(t) - Op,—»N -5P2(t)
Equation V.30

with the input beam matching the second cavity mode. The modified circuit is given in
Figure V.4 [28] with the appropriate component values.

In the modified circuit, the cavity mode that is under.external optical
modulation has a frequency pole at (Rp; / L = I'y;;) and is now interacting with two
frequency poles in parallel: the pole due to the electrons at (1 / R,C = I'y) and the one
due to the other optical mode at (R,; / L = I'y;). Repeating the previous derivation, an
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expression for the amplifier gain as a function of modulation frequency (similar to
Equation V.22) is obtained:

r 1 1

NcOm| (rn +i‘°m)+ =
Snop, cp,—-)n( P "'lmm)_l

Gain = T = | .
i.(rn +ioy )+ ( + imm)"' (G“*chpl"“)

Cn-p, c’Pl"m( +iop )J
Equation V.3l

Note that if mode 1 is not close to its threshold, I';; increases, and the first term
in the square brackets dominates the second term, reducing Equation V.31 to Equation
V.22 (i.e. single mode operatlon)

Conversely, if mode 1 is at its threshold the second term in the square brackets
in Equation V.31 will dominate the first term in the square brackets. This means that
the optical mode under modulation will be amplified at the expense of the other
optical mode rather than the electrons. In other words, the carrier density stays the
same and the output light intensity of mode 1 drops.as the intensity of mode 2
increases. Following the steps-from Equation V.22 to Equation V.29, we arrive at the
modified gain-bandwidth product of the amplifier with two cavity modes at their
thresholds at the given bias point:

a 3 N3ne o

GBWmax mum = 4n

Equation V.32

Comparing Equation V.32 with Equation V.29, the gain-bandwidth product is
reduced by a factor of (J— 3/4). A factor of (-J§ /2) comes from the fact that when
calculating Equation V.29, the expression in, curly brackets in Equation V.28 was
computed to be between 1.73 (-J- 3) and 2.23,and it was approximated to an average
value of 2. In the case of an amplifier where the gain for one optical mode comes from .
the other optical mode rather than the electrons, that value is always (1/— 3), so Equation
V.29 is modified by (\@: /2). In Equation V.32, there is an additional factor of 2 in the
denominator, which is due to the fact that the current flow in Figure V.4 is now -
through the inductor of mode 1 rather than the R,C branch. Then, as the modulation
frequency is increased, the impedance of the overall current loop increases with 20,
compared to only o, of the single mode amplifier. This is because each inductor
contributes an imaginary part of @, to the impedance, and in the case of multimode .
operation, the current flows through two inductors in series.

V.3.1.2. Gain - bandwidth tradeoff in positive feedback amplifiers

Before we start discussing the experimental verification of the above theory,
we note the similarity between the gain-bandwidth expression of a VCSEL amplifier,
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and that of its electronic counterpart, the avalanche photodiode (APD). The GBW
product of an APD is [29]:

1
GBWypp =——
APD = on.N-k-1q -
Equation V.33

where N is a correction factor, k is the ratio of ionization rates for electrons and holes

(k < 1), and 19 is the transit time of carriers through ine avalanche region. As is the
case for all amplifiers with positive feedback, the GRV/ product is proportional to the
inverse of the carrier lifetime (i.e. the transit time). Similarly in a VCSEL amplifier,
the photons in the cavity experience amplification. Since only the photons that are lost
through the output mirror contribute to the output light power, the lifetime of the

output photons is simply the inverse of ap. Thus apart from a constant factor,
Equation V.29 and Equation V.32 are equivalent with Equation V.33.

This common behavior in VCSEL amplifiers and avalanche photodetectors can
be qualitatively explained by the general tradeoff between the gain and the bandwidth
in all positive feedback amplifiers (whether they are optical or electrical). By positive
feedback, we mean a device where when one carrier .(i.e. a photon in an optical
amplifier and an electron or hole in an electrical amplifier) gets generated from
another carrier, it stays in the same medium, and keeps on generating new carriers as
in a geometric series.

As an example, consider an optical amplifier where the average lifetime of an
output photon is T Here, we make the distinction between the lifetime of a photon-
and that of an 'output’ photon such that an output photon is one that gets collected by
the detector. Then, the lifetime of a photon would be a combination of all the loss

mechanisms including the mirror loss through the output mirror:

1 1
= + + +...

Ttotal Tout Tmirror2loss  Tscattcringloss

Equation V.34

Now, consider inputting one photon every T, second. Each photon generates
'r' photons (r < 1) within 1., seconds before they exit the cavity, and then the newly
generated 'r' photons generate ' within the next oy seconds, and so on (Figure V.6).
At the same time, there is another 1 photon being input every T, seconds, so at
steady-state equilibrium, there will be [1 / (1-r)] photons being output at any one time.
This number constitutes the steady-state gain of the cavity, and is obtained by simply
adding all the terms of a geometric series with the first number equal to one and the
ratio of consecutive numbers is 'r'.
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Figure V.6 Gain - bandwidth tradeoff in positive feedback amplifiers.

One can immediately see that to have a high steady-state gain, r' needs to be
closer to unity. However, in that case, the geometric series requires more terms to
reach 50% of its total value. This, in turn, means that it will take more time steps (each
step being equal to Tow. Scconds) until that 50% is built up in the cavity. As a result,
the bandwidth decreases: -3dB bandwidth is equal to the inverse of the product of the
number of steps required and the duration of each step.

In summary, to have more gain, one requires more steps, which decreases the
bandwidth, and vice versa. The overall gain-bandwidth product will be proportional to
the duration of each time step, or more precisely, to its inverse. This is why the gain-
bandwidth product of the VCSEL amplifier and that of the APD are both proportional
to the inverse of the lifetime of the camers (i.e. photon in the VCSEL and
electron/hole in the APD)

V.3.2. Experiment

The VCSEL used in the experiments was designed to operate as a transmitter,
so it is not an optimum amplifier (i.e. an amplifier would be designed to maximize its
gain-bandwidth product rather than its output power). However, the device structure is
practically the same for both a transmitter and an amplifier, so by properly biasing the
device, we can use it to verify our theory presented in Section V.3.1.




The device used in our experiments is a top-emitting, proton-implant VCSEL
with three GaAs/AlGaAs quantum wells embedded in a 1-A long cavity, lasing at
around A = 852 nm. The cavity diameter is 15 pm, and the properties for the two
mirrors are: (R1=99.47%, T1=.37%, A1=.16%), and (R;=99.85%, T,=0%, A,=.15%)
[30]. The device is on an absorbing substrate, so mirror 1 acts as both the input and the
output mirror (i.e. the device is operated in the reflection mode).

A tunable Ti:Sapphire laser (optically pumped by an Argon ion laser) is used
as the source, where the beam is in the fundamental Gaussian mode. The * CSEL’s
experimental LI curve and IV curve are given in Figure V.7. The VCSEL exh:vits two
spatial modes with orthogonal polarization from its threshold (~3 mA) until about 5.5
maA. At this point (i.e. where the kink is on the LI curve in Figure V.7), it experiences
mode hopping and its two spatial modes change to two other spatial modes, again with
orthogonal polarization (Figure V.8). Since the light from the Ti:Sa laser is in the
fundamental mode, it is run through a polarizer before input into the amplifier such
that the input mode will exactly match the bottom right mode in Figure V.8, and the
optimum biasing point is expected to be around ~5.5mA.

At the bias current of ~5.5mA, two modes reach their thresholds and begin to
lase simultaneously with approximately equal output intensities, so Equation V.32
needs to be used for the gain-bandwidth product of the amplifier (i.e. a two-mode
amplifier). Substituting the mirror reflectivities in Equation V.13 and assuming the
input beam’s frequency is resonant with the cavity, the input coupling efficiency is
calculated to be 48%. Assuming the average penetration depth of the field into the
mirrors is 1 A [31], the effective cavity length in Equation V.20 becomes 3 A, so
substituting Equation V.13 and Equation V.20 in Equation V.32, we calculate the
theoretical upper limit for the gain-bandwidth product of this amplifier to be 14.4
GHz.
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Figure V.7 LI and IV curves of the VCSEL used for the experiments.
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Figure V.8 Spatial and polarization modes of the VCSEL used for the
experiments.

V.3.2.1. Optical setup for the experiments

The optical setup used for the experiments is given in Figure V.9. The diameter
of the VCSEL amplifier was only 15um and the cavity was a very high Q Fabry-Perot
cavity. Therefore, the input beam needs to be on-axis, and both the xyz translation and
the 2-axis tilt of the device need to be controlled very precisely to be able to couple the
input beam into the VCSEL amplifier. To achieve high coupling efficiency, each
component is brought into the optical setup one by one in a methodical fashion, where
the alignment of each component is verified before the next component is brought in.
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Figure V.9 Optical setup used for the experiments.

In Figure V.9, the Ti:Sa laser is used as the input beam. Polarizer 2 is used to
control the direction of the input beam's polarization going into the VCSEL amplifier,
and the addition of Polarizer 1 allows us to control the input intensity (e.g. when the
two polarizers are orthogonal, input intensity drops to zero). Mirror 1 and Mirror 2
allows us control on the direction of the optical axis. Iris 1 is used for alignment
purposes as will be explained below.

After Iris 1 is placed, Mirror 3 is positioned (Figure V.9(a)) such that the
reflection from that mirror hits Iris 1 in the center (i.e. Mirror 3 is perpendicular to the
optical axis). Next, the beam-splitter is brought in, and the Mirror 3 is adjusted to
account for the slight tilt that the two faces of the beamsplitter might have with respect
to each other. Since the diameter of Iris 1 is on the order of millimeters, this is just a
crude alignment, and is in no way sufficient to align the VCSEL amplifier (which
requires micron accuracy)

Next step is to bring the pinholes into the setup, where the diameters of the
pinholes are comparable with that of the VCSEL, such that finer adjustments can be
made. First, pinhole 2 is placed on the optical axis by maximizing the light throughput
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without a lens in front (i.e. without 3). Then, lens 3 is positioned to again maximize
the light throughput out of pinhole 2. This ensures that both pinhole 2 and lens 3 are
on-axis. Second step is the placement of the spatial filter before the beamsplitter.
Again, pinhole 1 is placed initially, and the light throughput js maximized to make
sure that it is on-axis. Then, lens 1 and lens 2 are placed, each time maximizing the
light throughput out of pinhole 2. The spatial filter serves two purposes. The first one
is to clean up the spatial profile of the input beam to increase the coupling efficiency.
The second (and more important) one is to ensure that the beam incidciit on mirror 3
and the one reflected from it are collinear within micron accuracy. The rcason is that if
there is a slight tilt between the two beams, then the reflected beam does not go
through pmhole 1 and cannot be seen at Iris 1. This gives us a way to verify that
mirror 3 is perpendicular to both the incident and the reflected beams with an accuracy
that is sufficient for couphng into the amplifier.

The final step is the placement of the amplifier. For this, mirror 3 is taken out
of the setup, and pinhole 3 is centered on the optical axis by max1mlzmg its power
throughput without a lens in front (Flgure V.9(b)). Then, lens 4 is placed, again
maximizing the power so that lens 4 is centered on-axis and perpendlcular to it.
Finally, pinhole 3 is taken out, and the VCSEL amplifier is put in its place (Figure
V.9(c)), which sits on a 5-axis positioner. Since the amplifier needs to have the right
Xyz position and the right 2-axis tilt, this is done in two steps. First, the amplifier is
turned off, and its surface is used as a planar mirror. By reflecting the Ti:Sa light from
the amplifier's input surface, and making sure that the reflected light is centered on iris
1 (i.e. that it passes through pinhole 1), the tilt of the amplifier is aligned accurately. - -
Then, the Ti:Sa is turned off and the VCSEL is turned on (i.e. operated not as an
amplifier but as a transmitter). Again, by ensuring that the VCSEL output is centered
on iris 1, the xyz position of the amplifier is aligned with micron accuracy (since
otherwise, the VCSEL output would be blocked by pinhole 1). Now, the VCSEL is
biased below threshold, the Ti:Sa is tumed back on, and the system is ready for the
experiments.

| V.3.2.2. Steady-state gain

Figure V.10 shows the steady-state cavity gain versus bias current in response
to 2.7 uW input power. The reported cavity gain does not include the input coupling
efficiency. As an example, if 2.7 pW of light is input, and 7. is calculated to be 48%,
then only 1.3 uW gets coupled into the cavity. If the cav1ty gain is 100 then the output
power is 130 uW, so the ratio of output to input power is in fact the cavity gain
multiplied by the couplmg efficiency. _

As predicted in section V.3.1, the gain of the amplifier increases as the bias
current is increased to the optical mode’s threshold, where it reaches a maximum. As
the bias current exceeds the mode threshold, Qg? in Equatlon V.25(b), which is
proportlonal to the number of photons in that mode, quickly increases and the cav1ty

' gain drops down to unity. The decrease in the other optical mode’s output power is

also plotted. It can be seen that the decrease in that mode is almost the mirror image of .
the gain for the input beam, which justifies the use of Equation V.32 instead of -
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Equation V.29 because the gain comes from the other optical mode rather than the
electrons.

To find the small-signal gain to be used in calculating the gain-bandwidth
product, we measured the steady-state cavity gain as a function of the input light
intensity with the bias current equal to the -mode’s threshold (i.e. at 5.5 mA) (Figure
V.11). Fitting a curve to the measured data points according to the general equation
for gain saturation in a laser: ’

gain = ngfﬁ-"’-‘
1+ =0

Lsat

Equation V.35

where gainm,y is the asymptotic maximum value of the small-si gnal gain and Ly, is the
saturation input intensity (i.e. when the gain drops to one half of its maximum value),
we obtain gainm.x = 238 and Ly, = .85 uW. The decrease in the other optical mode’s
output power is plotted again to justify the use of Equation V.32 in the presence of two
optical modes. '

- V.3.2.3. Bandwidth

Since the VCSEL used in our experiments was. designed to operate as a
transmitter, the reflectivity of both mirrors are unequal and are very high, which
makes the amplifier operation very sensitive to the wavelength of the input beam. If a
modulated laser beam is used as the source for the bandwidth measurements, the .
frequency chirping of the source output would modulate the input coupling efficiency
of the amplifier and would make it impossible to verify the theory of section V.3.1ina
reliable way. As another alternative, if the input beam were modulated with a
modulator, the low contrast ratio of these modulators would suffer from the saturation
of the gain (from Equation V.35), and again render the results useless.

As a result, we used an indirect method to measure the -3dB bandwidth, where
- the inzut beam is kept constant at the resonant wavelength, and instead the bias current
of the amplifier is modulated. This modulates the carrier density inside the cavity,
which modulates the resonant frequency. Since the input beam’s frequency is kept
constant, the input actually couples into the cavity and gets amplified only when it
matches the resonant frequency of the cavity. To illustrate the point, the detected
output intensity of a VCSEL amplifier is shown in Figure V.12, where this amplifier is
single-mode with the mode threshold equal to the device threshold. Figure V.12(a) is
when the input is zero such that the background output of the amplifier is measured.
Figure V.12(b)-(d) shows the amplified signal superimposed on the background output
as the wavelength of the input beam is increased. Since increasing the bias current of
the amplifier increases the carrier density inside the cavity and increases the effective
optical length of the cavity, the resonant frequency is lowered, so.an input with a
higher wavelength can couple into the cavity and experience amplification at a higher
bias current. Furthermore, the amplitude of the amplified signal increases because the

V-22



gain increases as the bias current gets close to the optical mode’s threshold, which is
also the device threshold in this case.

As the modulation frequency of the bias current is increased, the curve for the
background output intensity stays the same, but the amplifier- bandwidth begins to
limit the amplitude of the superimposed amplified signal. In other words, once the
input beam becomes resonant with the cavity, it couples into the cavity. However,
before it can be fully amplified, the resonant frequency of the cavity changes again,
and the input coupling efficiency drops back to zero. Measuring the decrease in the
amplitude of the amplified signal (relative to its steady state value) and the actual time
that the resonant cavity frequency sweeps the input beam’s frequency, one-can
calculate the -3dB frequency of the amplifier.

100 L] L] 3 1 Ll L] - ) L] ] T L] L] L) L] : L] L
gain of the
input beam
0! P
|\ A
B !
' \ reduction in the o
' \ |other optlcaﬁ mode b,
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-50 5\ / threshold]
X \ .
\
.
~ d
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2 3 .4 5 6
Bias Current (mA)

Figure V.lO Steady state cavity gain vs. bias current for 2.7 pW input light
intensity.
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Figure V.11 Steady state cavity gain versus input light intensity (i.e. light coupled
into the cavity / input coupling efficiency), and curve fitting according to the
saturation formula to obtain maximum gain and saturation intensity of the
' amplifier.
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wavelength is increased in (b) through (d), it couples into the cavity at a higher carrier
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Using a simple pole approximation, the -3dB frequency of the amplifier is:

(1)
o= —1=f
-3 2n to -
Equation V.36

where fis the reduced amplitude of the amplified signal normalized to its steady-state
value, and t is the time it takes to go from zero to its maximum value. For the specific
VCSEL used in the steady state gain experiments, when it is biased at the optical
mode’s threshold (i.e. at ~ 5.5mA), the amplitude oi the amplified signal drops to .5 of
its steady state value in 1 ns. Using Equation V.36, the -3dB frequency is calculated to
be 110 MHz.

V.3.3. Discussion

From Equation V.32, our theory predicts the upper limit of the VCSEL
amplifier’s gain-bandwidth product to be 14.4 GHz. From the experiments, the
maximum steady-state cavity gain of the amplifier is measured to be 238, the input
coupling efficiency is calculated to be 48%, and the -3dB bandwidth at threshold is
measured at 110 MHz, which gives a maximum gain-bandwidth product of 12.6 GHz.
The maximum gain-bandwidth product experimentally measured is approximately
90% of the value predicted from our theory. Including the fact that any misalignment
in the optical system will reduce the measured values, this result indicates the validity
of our theory. :

From Equation V.29 and Equation V.32, to increase the gain-bandwidth
product of a semiconductor amplifier, one needs to increase the photon loss rate

through the output mirror (o). From Equation V.20, the cavity length of the VCSEL
is dictated by the wavelength of the desired light output, so to increase the GBW
product, one needs to reduce the reflectivity of the output mirror. In this case, the other
mirror reflectivity needs to be reduced to approximutely the same value so that the
input coupling efficiency (n¢), which decreases wiili unequal reflectivities, does not
drop. Furthermore, there is a lower limit on the mirror reflectivities due to the fact that
the maximum GBW product is achieved when the amplifier is biased at threshold. If
the total optical gain of the device cannot compensate for the total mirror loss, the bias
point moves away from the laser threshold and the performance of the amplifier drops
very quickly.

Assuming the input beam is in a polarized fundamental -spatial mode, the
maximum gain-bandwidth product would be obtained with a VCSEL amplifier that
has only the polarized fundamental spatial mode at the device’s threshold. We assume
a 1 A-cavity with three 85 A-thick quantum wells placed at a resonant peak of the
standing wave inside the cavity and the device is biased at its threshold. If the optical
gain of the quantum wells is 1000 cm™, the optimum mirror reflectivity would be
99.3% for the output mirror and 99.7% for the other mirror to give a gain-bandwidth
product of 111 GHz. In these calculations, we assume that the absorption in the
mirrors is negligible and that the total mirror loss dominates the rest of the cavity
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losses. If the optical gain in the quantum wells can be increased to 5000 cm’, the
optimum structure would be an output mirror at 96.7% and the second mirror at 98.3%
for a2 556 GHz gain-bandwidth product.

As presented above, the performance (i.e. GBW product) of the VCSEL
amplifiers is very promising. In terms of practical implementation, midsize VCSELs.
(10 - 25 pm diameter) are preferable over smaller VCSELs to increase the alignment
tolerance of the required optical system. However, as mentioned in section V.3.1,
midsize VCSELs typicily have multiple modes that would degrade the amplifier
performance. Furthermorz, the nonuniformity of spatial modes across a large array of
VCSELs would preclude the use of VCSEL amplifiers for large-scale applications. To
solve this problem, a post-fabrication annealing procedure has been proposed and
experimentally demonstrated on proton-implant VCSELs [32] to eliminate any
asymmetries in their gain mediums such that they all exhibit only the fundamental
spatial mode at their thresholds.

In addition to the spatial mode control of VCSELs their polanzatlon needs to
be selectively controlled. Previously several solutions have been proposed that include
either changing the physical shape of the cavity or one of its layers (e.g. the oxide
aperture) to a rectangle, an elhpse or any other asymmetric shape [33, 34], or
introducing an asymmetry into the gain and/or the loss mechanisms [35,36].

Another issue for the VCSEL amplifiers is the sensitivity of the input coupling
efﬁc:ency to the frequency chirping of the source, but reducmg the mirror reflectivities
to increase the gain-bandwidth product of the amplifier also increases the linewidth of
the device. For the proposed amplifier structure above with ~98% mirror reflectivities, - -
the -3dB linewidth of the amplifier is calculated to be around 2 nm. Since the
frequency chirping of a VCSEL source is on the order of a few angstroms, this
mismatch will get naturally resolved with an optimal VCSEL amplifier structure.

Finally, the common issue with all optical amplifiers is the modal noise, but
due to their short cavity lengths, VCSELSs operate in a single longitudinal mode. With
the approaches mentioned above to control the spatial mode and the polarization of a
VCSEL, it is feasible t0 have a single mode device, and thus eliminate the mode-
partitioning noise.

V.3.4. VCSEL as an optical modulator

Based on the method used to do the bandwidth experiment (section V.3.2.3),
the structure proposed for the VCSEL amplifier in section V.3.3 can also be used as an
ultra-low voltage, high speed, high contrast ratio optical light modulator with an
expected performance of > 1 GHz bandwidth, > 10:1 contrast ratio, and < 50mV
modulation voltage [37]. ‘

As silicon CMOS technology parameters are scaled down and standards for
logic voltage levels are reduced, present optical transmitter technologies including the
multiple-quantum-well (MQW) modulators and the vertical cavity surface emitting
lasers (VCSELS) will become incompatible with silicon interconnects because of their
high drive voltage requirements. Thus a device structure capable of modulating light
effectively with ultra small voltage swings and bias currents that can be integrated
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with future silicon technologies will play an important role in the future of optical
interconnects.

Many optical system applications of the future may require the use of both
modulators and microlasers within the same system. MQW_modulators have an
advantage over active light emitters in terms of signal and clock distribution [38] since
they allow pulsed operation. In these systems, the clock can be distributed optically to
eliminate the clock skew and jitter problem, which exists in all large-scale systems.
Also, the electrical signals can be sampled with short optical pulses to improve the
performance of receivers [39]. However, the MQW modulators suffer in terms of
contrast ratio of the optical output power as the CMOS technology is scaled down and
the supply voltage is reduced. VCSELS, on the other hand, are forward biased diodes
and the applied current depends exponentially on the voltage across the device, so
better contrast ratio can be achieved for the same voltage levels. However, the device
needs to be biased above threshold to reduce the turn-on time delay, and to maintain a
high contrast ratio, the modulation current swing needs to be increased, which reduces
the system bandwidth and increases the power dissipation.

Another application for low-voltage light modulators is superconductor
devices where current is easily achievable, but because of the near zero impedance of
the environment, voltage swings are limited to a few tens of millivolts. In this case,
using a VCSEL amplifier as a high-contrast ratio light modulator with a ~50mV
modulation voltage may be the ideal solution to bring optics into a superconducting
environment. _ A

To do the bandwidth experiments, we had kept the input light beam constant
and modulated the bias current of the VCSEL amplifier (Figure V.12). The same setup
can be used but now, with the VCSEL operated as a light modulator instead of an
amplifier. The principle of operation, the VCSEL structure, and the biasing conditions
are exactly identical. The only condition is that the VCSEL needs to be modulated
between two levels where the low level will be approximately 1 mA below its
threshold to ensure that the input light does not couple into the cavity di-= to the
resonant frequency mismatch. The high level, on the other hand, will be slightly below
its threshold current (as close to it as possible without lasing). The input frequency
will match the resonant frequency of the cavity at this bias current.

Under these conditions, when the modulation current is low, the incident beam
will be reflected from the front mirror, constituting the low level for the modulator
output. On the other hand, when the modulation current is at its peak, the incident
beam will become resonant with the cavity, couple in, and experience amplification,
so that the high level for the modulator output will be the amplified signal. The
contrast ratio will then be the amplification factor (assuming spontaneous emission .
power is negligible). Furthermore, because of the active cavity (i.e. amplification), the
modulator effectively operates with zero insertion loss.

Due to the high reflectivities of the VCSEL structure, approximately 1 mA of
modulation current is sufficient to make the input light frequency off resonant with the
cavity. Considering the series resistance of the VCSEL to be ~ 50 ©, only 50 mV of
voltage swing is enough for the modulator to operate with a high contrast ratio.
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Furthermore, since the mirror reflectivities are reduced to increase the gain-
- bandwidth product of the amplifier, the linewidth of the input coupling efficiency is

o also increased. For the above mentioned mirror reflectivities, the FWHM linewidth of
! the input light’s wavelength is > 2nm, which is sufficient to allow the coupling of a

- few hundred femtoseconds or longer pulses (i.e. it allows pulsed operation for
' improved synchronization, optical clock distribution, etc.). :

V4. Amphﬁer bandwidth

o In the previous two sections, we have shown that the polarization and the
N spatial mode of VCSELs can be selectively ccatrolled. The last step to show that
) device uniformiity is not a problem to prevent the insertion of VCSEL amplifiers into
large systems, we show that the longitudinal modes across an array are also uniform
enough for VCSEL amplifiers. '

Amplifier bandwidth is defined as the full width of the input light's frequency
where the gain of the amplifier drops to 50% of its peak value (i.e. FWHM). To find
the full width, we start from the coupling efficiency of the device given in Equation
V.13 (repeated below for convenience) . :

T(-R,

e =T+ RR, - 2JR}R, cosd
Equation V.37

& is the mismatch between the input frequency and the resonant cavity frequency. For
the VCSEL used in the experiments of section V.3.2, the mirrors had (R1=99.47%,
T1=.37%, A1=.16%), and (R;=99.85%, T>=0%, A;=.15%). Plugging these values into’
Equagon V.37 predicts the full width at half maximum of the coupling efficiency to be
~9.2

The measured full width at half maximum of the amplifier bandwidth is ~3.0
A. The discrepancy between the predicted and the measured amplifier bandwidths
comes from the fact that Equation V.37 is the coupling efficiency into a 'passive'
Fabry—Perot cavity. Therefore, it does not take into account the additional phase shift
introduced by the cav1ty gain. From the Kramers-Kronig relations, every absorption
and/or stimulated emission of a photon by an atom introduces an additional phase shift
to the optical field. The reader is referred to any textbook on the quantum interaction
between photons and atoms for a discussion of Kramers-Kronig relations (e.g. [40]).
As a result of this additional phase shift, semiconductor laser amplifiers experience
gain narrowing, where the amplifier bandwidth is decreased from the atomic gain
spectrum by a factor dependent on the amplifier gain. A plot of reduction in the
r . amplifier bandwidth as a function of amplifier gain is shown in Figure V.13 [41].
f From the figure, the bandwidth of an amplifier with ~20 dB gain is approximately
‘ 35% of the value if the phase shift due to amplification was neglected. Combining this
with the predicted 9.2 A FWHM of the coupling efficiency, the amplifier bandwidth
becomes ~3.2 A, which is in line with the measured value (i.e. ~3.0 &).
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Figure V.13 Reduction in amplifier bandwidth vs. amphﬁer gain due to gain
narrowing.

The next step is to calculate the amplifier bandwidth for an optimum VCSEL
amplifier structure as proposed in section V.3.3. For a cavity with an optical gain of
5000 cm™ in the quantum wells, the reflectivities of the output and the second mirror
was predicted to be 96.7% and 98.3% to maximize the gain-bandwidth product of the
amplifier. Using these numbers in Equation V.37 and the additional gain narrowing
factor of ~ 35% from Figure V.13 (assuming ~20 - 25 dB gain), the predicted
amplifier bandwidth is ~24 A. At the present, arrays of VCSELSs can be fabricated
where the wavelength variation is less than ~8 A [42,43]. As a result the optimum
VCSEL amplifier structure, proposed earlier for maximum gain-bandwidth product,
will provide a sufficient amplifier bandwidth such that controlling the longitudinal
frequency across a large array of VCSEL transmitters will not constitute a problem.

V.5. Noise performance
v In this section the noise performance of VCSEL ampllﬁers is addressed. In all
laser amplifiers, there is an inherent limitation on the minimum input power that can -
be reliably amplified and detected because of the spontaneous emission in the lasers.
Since spontaneous emission is random by nature, it leads to the main sources of noise
in all optical laser amplifiers.

The first source of noise is the mode-partitioning noise in multi-mode lasers,
where the power in one mode fluctuates and causes the power in another mode to
fluctuate as well, leading to a smaller SNR ratio for that particular mode. For a
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discussion of mode-partition noise, refer to [44] or the references listed therein. In this
case, VCSEL amplifiers have a clear advantage over other optical amplifiers because
dué to their very short cavity lengths, only a single longitudinal mode can exist.
Operating the VCSEL as a single-mode laser eliminates the mode-partitioning noise in
VCSEL amplifiers.

P,cos(w,t)

-

Figure V.14 A typical eptical heterodyne detection.

The second and the most dominant source of noise of an optical amplifier (that

operates in a single-mode) is the receiver noise due to the beating of the signal and the

spontaneously emitted photons at the detector [45], similar to optical heterodyne
detection (Figure V.14). In optical heterodyne detection, an input signal of low power
(P;) with an optical frequency of , is interfered with a second optical signal of high

power (P2) and a slightly different optical frequency of ,. The resulting electrical
current at the detector is

i _ ange [Py +P, +2/PF; cos(o; ~ 02)t o
detector hv | +B cos2e;t + P, cos20,t + 2"P1P2 cos(w + o) )t_l
Equation V.38

The first two terms are dc values, so they can be filtered out with a suitable

filter. The terms in the second row are all at optical frequencies, so the electronics
cannot react to those terms, and thus they are averaged out to zero. The remaining

term (i.e. last term in the first row with ®; - @, dependence) is the one of interest,

where the amplitude of the current is proportional to P,. Since P, can be increased
arbitrarily (as long as the signal to noise ratio is acceptable), amphﬁcatlon is achieved
for the detection of P;.

In the case of the VCSEL amplifier, the mathematics behind the beating noise

is exactly the same as the one for optical heterodyne detection except that the second

beam is not an external source but is due to the spontaneously emitted photons.
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V.5.1. Conversion of SNR to BER

The required noise performance of a system is expressed in terms of a bit-
error-rate (BER), which indicates the frequency that can be tolerated for having a bit
detected incorrectly after transmission. For typical voice communication systems the
BER is around 10” - 10™"°, and for data communication systems the required BER is
decreased to 107 - 105, Depending on the transmission bandwidth, the BER
determines how often an error will occur.

The BER of a given system can be derived from the signal-to-noise ratio
(SNR) of each component in the link, and this ratio is usually dependent on the input
and output signal levels for each component. In a free-space optoelectronic link
without an optical amplifier, the CMOS receiver is gain-limited rather than noise-
limited [46]. What we mean by gain-limited receiver is that for a given system
bandwidth the receiver gain-bandwidth product is limited such that it cannot provide
very high gains. However, the voltage level that the receiver circuit needs to output is
still quite high so to achieve the required output voltage level, the receiver requires
high optical power at its input. This input optical power level is much higher than the
noise floor of the receiver so it is the required gain from the receiver that dictates the
minimum input optical power rather than the receiver's noise level. Then we can
assume that an FSOI with a VCSEL amplifier will have its noise performance limited
by the amplifier and not the remaining components.

To find the system BER limited by the VCSEL amplifier, we need to measure
the SNR of the amplifier. The method to convert the SNR information to BER can be
found in many textbooks, and the derivation given below is a modified version of that .
given in [47]. '

For a digital transmission (i.e. binary encoding), let Pyy,(0) and Poy(1) be the
amplifier's mean output power levels and 6, and o, be the rms noise power for the
binary '0' and 'l', respectively (Figure V.15).
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Figure V.15 Error probability for each binary state.
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The noise power is normalized to the detector frequency. In other words, the
noise power equals the spontaneous emission power in the frequency spectrum that is
centered at the signal frequency and extends to either side by as much as the detector
frequency (i.e. the bandwidth of the signal transmission). If the frequency of the
spontaneous emission is outside this band, then the photocurrent caused by the beating
of this noise and the signal will be at a higher frequency than the electronics can
respond to, so it will be averaged out to zero.

The shaded areas of P, and P, are the error probabilities for each state and are
given as (assuming a Gaussian distribution for the noise)

Peo = erfc(ELPt—h] ; Pey= erfc(Pth _Po)
- o1 So

Equation V.39

Py is the decision threshold level, and is assumed to be adjusted so that Pe =

Pe;. The error function in Equation V.39 is defined as
2

o«
P, =erfc(Q) = J_ | exp(—-z—)dz
Equation V.40

Since Py, is adjusted to have the error probabilities equal for the two binary
states, we have Peg = P and P, = 1/2(P¢g + Pe;) s0 we get

P, _erfczl._%.
Go +0]
Equation V.41

The noise in either binary state consists of quantum noise and amplifier noise,
and for gy, the quantum noise goes to zero. However, we assume that for the '1' state,
the amplifier noise dominates the quantum noise so we can let 6o ~ 6. Then Equation

V.41 can be rewritten as a function of the amplifier's SNR measured at the '1' state
SNR ampifie

P, =erfc ———éﬂ—r
thatnon V.42

The BER due to the VCSEL amplifier as a function of the amphﬁer SNR at the
" state is plotted in Figure V.16. The BER of 10" (for data communication systems)
and the corresponding required SNR are marked on the graph.
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Figure V.16 Conversion of signal-to-noise ratio to bit-error-rate.

As can be seen from Figure V.16, for the most demanding data communication
systems, a system BER of 10°'° requires that the amplifier have at least 12 dB of SNR
at its '1" state. In the next section, we measure the SNR of the VCSEL amplifier and .
show that even at high bandwidths of 10 GHz, the amplifier noise is sufficiently low
to provide such bit-error-rates.

V.5.2. SNR measurement of a VCSEL amplifier

To measure the signal te noise ratio of the VCSEL amplifier, an input beam of
1 uW is coupled into an amplifier. This input power level is slightly lower than what
is expected to be used in a practical FSOI system (~2 - 3 pW); therefore, it is ensured
that the quoted BER below will hold in future systems.

The VCSEL used for this experiment is single mode at threshold, and it has its
maximum gain at its threshold (Iyias = 2.54 mA). The amplified output signal is then
detected by a multiwavelength meter (Hewlett-Packard Model No. HP 86120B), and
its signal to noise ratio is measured to be 11.7 dB for a noise bandwidth of 0.1 nm. In
this experiment, the frequency at which the detected optical power is at its peak is
measured (i.e. center frequency). Then the two frequencies on either side of the center
frequency at which the signal power drops by 10 dB (i.e. to ~ 1 / €?) below the peak -
intensity mark the signal spectrum. The total signal power is then defined to be the
power that lies inside the signal spectrum. The noise power, on the other hand, is
normalized to a bandwidth of 0.1 nm. At A = 850 nm, this corresponds to a bandwidth
of ~40 GHz. However, the application of VCSEL amplifiers are meant to be on the
order of GHz, so the relevant noise bandwidth is assumed to be limited to 10 GHz,
which effectively increases the SNR by another 6 dB to 17.7 dB. In this case, note that
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the amplifier is able to provide the required 12 dB of SNR for a BER of 10" with ~
5.7 dB remaining for the receiver noise margin. Furthermore, the typical fiber
communication bandwidth at the present is 2.5 GHz, so if such a lower bandwidth was
assumed for the free-space system, the noise bandwidth would be reduced by another
factor of 4, and the SNR would be increased by another 6 dB.

Although the SNR was high in this experiment, the nominal output power was
not stable when the device was biased exactly at its threshold. In other words, even
without the input optical beam, the device could go into lasing, and the bit error rate at
the detector could be significantly lowered because of these random fluctuations of the
VCSEL output. To accommodate for this fluctuation, the amplifier was biased slightly
below threshold (Iyiis = 2.45 mA). In this case, the gain of the amplifier dropped to
approximately 85% of its peak value and the SNR of the amplifier dropped by 2 dB to
~15.7 dB, still allowing 3.7 dB of noise degradation for the receiver. In return, the
fluctuations of the VCSEL output in the absence of external modulation due to
amplified spontaneous emission were eliminated.

V.5.3. Improvement in SNR with a volume hologram and/or polarizer

In some applications, the required BER may be.lower or the receiver noise

performance may be worse. In these cases, the SNR of the VCSEL amplifier can be
further improved by placing a polarizer and/or a volume hologram at the amplifier
output (before the detector). This approach is based on the fact that the signal is
coherent and linearly polarized whereas the spontaneously emitted photons are

incoherent and unpolarized. Since the diffraction efficiency of the volume hologram:

depends on the coherence length of the input beam, the signal beam can be diffracted
very efficiently at a certain angle and a large portion of the spontaneously emitted
photons will pass through the hologram untouched. If we place the detector off-axis
from the amplifier such that it collects the diffracted signal beam, then a fraction of the
‘spcataneously emitted photons will never be detected and the SNR of the amplifier
ontput can be improved. Similarly, if a polarizer parallel to the signal polarization is
“inserted or an anisotropic material is used for the hologram, the noise due to
spontaneous emission in the orthogonal polarization can be further filtered out.

The volume hologram used in our experiments was recorded on a polymer-
based holographic material sensitive to 850 nm [48]. The diffraction efficiency was

measured at ~91% so the output signal power does not suffer much, but the SNR of

the amplifier is significantly improved. The Ti:Sa laser was used for the recording
since the light output power from the VCSEL was not sufficient. However, the
sensitivity of the material is being improved and it is predicted that we will be able to

record with ~100 uW of light power or less. In this case, the spatial mode structure of

the VCSEL at the operating bias current can be in-situ recorded into the hologram
such that the filtering of the spontaneous emission will be improved.

The effects of inserting the polarizer and the volume hologram were measured
separately and together. The improvement in the SNR of the VCSEL amplifier was
measured to be 1.7 dB for the polarizer and 0.8 dB for the volume hologram for a total

of 2.5 dB improvement when both were utilized simultaneously. Comparing with the
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SNR measurements of the previous section, the allowed noise margin for the receiver
was increased from 3.7 dB to 6.2 dB, which is easily feasible with the present CMOS
receivers.

V.6. Conclusion -

A simple procedure, which is used to model the small-signal behavior of a
semiconductor laser as an equivalent electrical circuit, is first applied to an electrically
modulated laser, and the resulting equivalent circuit is verified to be exactly the same
as that given in the literature. The procedure is ther. used to model the laser behavior
under optical modulation (i.e. when the laser is used as an optical amplifier). Finally,
the model is extended to include multi-mode operation of the laser. In all cases, it is
shown that the voltage and current equations of the electrical circuits are exactly
equivalent to the small-signal rate equations of the semiconductor laser.

The electrical circuits presented in the previous sections are exact models for a
multi-mode semiconductor laser under external modulation (electrical and/or optical),
as long as the small-signal assumption is not violated (i.e. the modulation range is
small compared to the equilibrium values at the given bias condition). Therefore, these
circuits provide a fast and accurate simulation tool with very little computational
complexity for small-signal laser behavior. These circuits can further be used in
combination with more advanced optoelectronic computer-aided-design (CAD)
programs, which use mathematical techniques to obtain- large- 51gnal behavior of a
laser through piecing together small-signal behaviors at various regimes.

In this appendix, an equivalent electrical circuit is used to derive an analytical
expression for the maximum gain-bandwidth product of a VCSEL amplifier, which is - -
proportional to the photon loss rate from the output mirror. Optimum biasing
conditions and the optimum amplifier structure are examined, and the theory is
verified experimentally. A steady-state cavity gain of 23 dB is demonstrated.

From the theory, an optimum structure is proposed. The optimum amplifier
consists of a VCSEL biased at its threshold, which cperates in a single mode. The
mirror reflectivities are lowered up to the point where the optical gain from the
quantum wells exactly cancels the loss from the rirrors (i.e. where threshold can
barely be reached). For a VCSEL with an optical gain of 5000 cm™ in the active
quantum wells, the optimum mirror reflectivities are 96.7% and 98. 3% for a maximum
gain-bandwidth product of 556 GHz.

Finally, a method is proposed to use the VCSEL amplifier structure as an ultra
low voltage (~ 50 mV), high contrast ratio (> 10:1), high speed (> 1 GHz) optical light
modulator for future transmitter applications, where lower voltage swings are required
both for scaled down CMOS technologies and for superconducting environments.

The signal to noise ratio of the VCSEL amplifier was measured to be 17.7 dB
at its threshold (i.e. where gain is maximum) in the presence of a 1 uW external input
beam and taking the detector cutoff frequency to be 10 GHz. The SNR could be
further increased by 2.5 dB by inserting a polarizer and a volume hologram between
the amplifier and the detector to filter out some of the spontaneously emitted photons
since these photons are unpolarized and incoherent, whereas the signal is at a given
polarization and is coherent. Finally, to eliminate the random fluctuations of the
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VCSEL output due to amplified spontaneous emission, the device is biased slightly
below threshold, sacrificing approximately 15% of the gain and 2 dB of SNR in return
for output power stability.

As a result, the overall SNR was ~ 18.2 dB when biased slightly below
threshold (i.e. with stable output power). Compared to the required SNR of 12 dB, the
VCSEL amplifier can satisfy a bit error rate of 10"% in data communication systems
while allowing a > 6 dB noise margin for the receiver.

Acknowledgement: _

Section V.2 of this Appendix, in part, is a reprint of the material as it appears
in “Small signal equivalent circuits for a semiconductor laser,” by Osman Kibar,
Daniel Van Blerkom, Chi Fan, Philippe J. Marchand, and Sadik C. Esener in Applied
Optics, vol. 37, pp. 6136-6139, Sep. 1998. The dissertation author was the primary
investigator and first author of this paper. ’

Section V.3 of this Appendix, in part, is a reprint of the material "Theory and
experiment for the gain-bandwidth product of a VCSEL amplifier," by Osman Kibar
and Sadik C. Esener, submitted for publication to Applied Optics (Dec. 1998). The
dissertation author was the primary investigator and first author of this paper. ‘

V-37



V.7. References

1. R. S. Tucker, “Large-signal circuit model for simulation of injection-laser
modulation dynamics,” JEE Proceedings, vol. 128, Pt. I, pp. 180-4, Oct. 1981.

2. M. F. Ly, J. S. Deng, C. Juang, M. J. Jou, and B. J. Lee, “Equivalent circuit model
of quantum-well lasers,” IEEE J. Quantum Electron., vol. QE-31, pp. 1418-21, Aug.
1995.

3. D. Marcuse, “Computer model of an injection laser amplifier,” IEEE J. Quantum
Electron., vol. QE-19, pp. 63-73, Jan. 1983.

4. M. J. Adams, J. V. Collins, and 1. D. Henning, “Analysis of semiconductor laser
optical amplifiers,” IEE Proc., Pt. J, vol. 132, pp. 58-63, 1985.

5. D. E. Dodds, and M. J. Sieben, “Electric circuit model of a Fabry-Perot
semiconductor laser,” Proceedings of Canadien Conference on Electrical and
Computer Engineering, Halifax, NS, Canada, 25-28 Sep., 1994. Edited by: Baird,
C.R.; El-Hawary, M.E. New York, NY, USA: IEEE, 1994, vol. 1, pp. 371-4.

6. M. Morishita, T. Ohmi, and J. Nishizawa, “Impedan;:e characteristics of double-
heterostructure laser diodes,” Solid-State Electron., vol. 22; pp. 951-62, Nov. 1979. )

7. J. Katz, S. Margalit, C. Harder, D. Wilt, and A. Yariv, “The intrinsic electrical
equivalent circuit of a laser diode,” JEEE J. Quantum Electron., vol. QE-17, pp. 4-7,
Jan. 1981. _ ‘

8. R. S. Tucker, and D. J. Pope, “Circuit modeling of the effect of diffusion on
damping in a narrow-stripe semiconductor laser,” IEEE J. Quantum Electron., vol.
QE-19, pp. 1179-83, Jul. 1983.

9. R. S. Tucker, and D. J. Pope, “Microwave circuit models of semiconductor ii;jection
lasers,” IEEE Trans. Microwave Theory Tech., vol. MTT-31, pp. 289-94, Mar. 1983.

10. J. A. Armaud, “Enhancement of optical receiver sensitivities by amplification of
the carrier,” IEEE J: Quantum Electron., vol. QE-4, no. 11, pp. 893-9, Nov. 1968.

11. S. D. Personick, “Applications for quantum amplifiers in simple digital optical
communication system,” Bell Syst. Tech. J., vol. 52, no. 1, pp. 117-33, 1973.

12. F. Koyama, S. Kubota, and K. Iga, “GaAlAs/GaAs active filter based on vertical
cavity surface emitting laser,” Electron. Lett., vol. 27, no. 12, pp. 1093-5, Jun. 1991.

13. R. Raj, J. L. Oudar, and M. Bensoussan, “Vertical cavity amplifying photonic -
switch,” Appl. Phys. Lett., vol. 65, no. 18, pp. 2359-61, Oct. 1994.

14. T. Mukai and Y. Yamamoto, “Noise characteristics of semiconductor laser
amplifiers,” Electron. Lett., vol. 17, no. 1, pp. 31-3, Jan. 1981.

15. T. Mukai, Y. Yamamoto, and T. Kimura, “Optical amplification by semiconductor
lasers,” Semiconductor and Semimetals, vol. 22, part E, pp. 265-319, Academic, 1985.

V-38



16. D. Van Blerkom, O. Kibar, C. Fan, P. Marchand, and S. C. Esener, "Power
optimization of digital free-space optoelectronic interconnections," OSA Topical
Meeting on Spatial Light Modulators, Lake Tahoe, Mar. 1997. :

17. O. Kibar, D. Van Blerkom, C. Fan, and S. C. Esener, "Power minimization and
technology choices for digital free-space optoelectronic interconnections," submitted
to J. Lightwave Technol., Apr. 1997.

18. C. Tombling, T. Saitoh, and T. Mukai, “Performance predictionsA for vertical-
cavity semiconductor laser amplifiers,” JEEE Journal of Quantum Electronics, vol.30,
no.11, pp. 2491-9, Nov. 1994, :

19. A. Karlsson, and M. Hoijér, “Analysis of a VCLAD: vcﬁical-cavity laser amplifier
detector,” IEEE Photonics Technology Letters, vol.7, no.11, pp. 1336-8, Nov. 1995.

20. S. F. Lim, and C. J. Chang-Hasnain, "A proposal of broad-bandwidth vertical-
cavity laser amplifier," IEEE Photonics Technology Letters, vol. 7, pp. 1240-1242,
1995.

21. D. Wiedenmann, B. Moeller, R. Michalzik, and K. J. Ebeling, V“Performan.ce
characteristics of vertical-cavity semiconductor laser amplifiers,” Electronics Letters,
vol.32, no.4, pp. 342-3, Feb. 1996.

22. R. Lewen, K. Streubel, A. Karlsson, and S. Rapp, “Experimeﬁtal demonstration of -
a multifunctional long-wavelength vertical-cavity laser amplifier-detector,” IEEE
Photonics Technology Letters, vol.10, no.8, pp. 1067-9, Aug. 1998.

23. D. Wiedenmann, C. Jung, M. Grabherr, R. Jager, U. Martin, R. Michalzik, and K
J. Ebeling, "Oxide-confined vertical-cavity semiconductor optical amplifier for 980-
nm wavelength," LEOS, San Francisco, vol. 6, pp. 378-379, May 1998.

24. O. Kibar, P. J. Marchand, and S. C. Esener, "Gain-bandwidth product of a VCSEL
amplifier," LEOS 11th Annual meeting on Semiconductor Lasers, Orlando, Dec. 1998.

25. O. Kibar and S. C. Esener, "Theory and experimént for the gain-bandwidth
product of a VCSEL amplifier," submitted for publication to Applied Optics (1998).

26. G. P. Agrawal, and N. K. Dutta, Semiconductor Lasers. New York: Van Nostrand
Reinhold, 1993, ch. 6.

27. E. Hecht; Optics. Addison Wesley, 1990, pp. 363-70.

28. O. Kibar, D. Van Blerkom, C. Fan, P. J. Marchand, and S. C. Esener, “Small
signal equivalent circuits for a semiconductor laser,” App. Opt., vol. 37, pp. 6136-9,
Sep. 1998.

29. R. B. Emmons, “Avalanche-photodiode frequency response,” J. .Appl. Phys., 38,
3705-3714, (1967).

30. Y. Liu, Honeywell Technology Center, private communication, Sep. 1997.

V-39



31.'D. L Babic, and S. W. Corzine, “Analytic expressions for the reflection delay,
penetration depth, and absorptance of quarter-wave dielectric mirrors,” IEEE Journal
of Quantum Electronics, 28, 514-524, (1992).

32. O. Kibar, R. A. Flynn, and S. C. Esener, "Spatial mode control of a midsize
proton-lmplant VCSEL and its application to superresolution," submitted for
presentation in OSA Topical Meetings on Spatial Light Modulators, Snowmass, Apr.
1999.

33. N. Nishiyama, A. Mizutani, N. Hatori, F. Koyama, and K. Iga, “A completely
single-mode and single-polarization vertical-cavity surface emitting lasers grown on
GaAs 311 B substrate,” Japanese Journal of Applied Physzcs 2, vol. 37, no. 6A, pp.
L640-2, Jun. 1998.

34. T. Yoshikawa, T. Kawakami, H. Saito, H. Kosaka, M. Kajita, K. Kurihara, Y.
Sugimoto, and K. Kasahara, “Polarization-controlled single-mode VCSEL,” IEEE J.
of Quantum Electronics, vol. 34, no. 6, pp. 1009-15, Jun. 1998.

35. T. Mukaihara, F. Koyama, and K. Iga, “Polarization control of surface emitting
lasers by anisotropic biaxial strain,” Japanese Journal of Applied Physics 1, vol. 31,
no. 5A, pp. 1389-90, May 1992. -

36. P. Dowd, P. J. Heard, J. A. Nicholson, L. Raddatx, I. H. White, R. V. Penty, G. C.
Allen, S. W. Corzine, and M. R. T. Tan, “Complete polarisation control of GaAs gain- .
guided top-surface emitting vertical cavity lasers,” Electronics Letters, vol. 33, no. 15,
pp- 1315-7, Jul. 1997.

37. O. Kibar and S. C. Esener, “Sub-threshold operation of a VCSEL structure for
ultra-low voltage, high speed, high contrast ratio spatial light modulation” submitted
to be presented at the OSA T opical Meeting on Spatial Light Modulators in Snowmass,
- Apr., 1999.

38. D. A. B. Miller, “Physical reasons -for optical mterconnectlon » Intl. J. of
Optoelectronics, vol. 11, no.3, pp. 155-68, 1997. ’

39. L. Boivin, M. C. Nuss, J. Shah, D. A. B. Miller, and H. A. Haus, “Receiver
sensitivity improvement by impulsive coding,” IEEE Photon. Technol. Lett., vol.9,
no.S, pp. 684-6, 1997.

40. A. Yariv, Quantum Electronics, 3™ ed., John Wiléy and Sons, Inc.: New York,
USA, 1989, pp. 160.

41. A. E. Siegman, Lasers, University Science Books: Mill Valley, California, 1986,
pp. 281-282.

42. H. Q. Hou, H. C. Chui, K. D. Choquette, B. E. Hammons, W. G. Breiland, and K.
M. Geib, "Highly uniform and reproducible vertical-cavity surface-emitting lasers

V-40



grown by metalorganic vapor phase epitaxy with in situ reflectometry," IEEE
Photonics Technology Letters, vol. 8, pp. 1285-1287, Oct. 1996...
43. Y. Kohama, Y. Ohiso, S. Fukushima, and T. Kurokawa, "8*8 independently-

addressable vertical-cavity surface-emitting laser diode arrays grown by MOCVD,"
IEEE Photonics Technology Letters, vol. 6, pp. 918-920, Aug. 1994.

44, G. P. Agrawal, and N. K. Dutta, Semxconductor Lasers. New York: Van Nostrand
Reinhold, 1993, ch. 6.

45. G. P. Agrawal, and N. K. Dutta, Semiconductor Lasers. New York: Van Nostrand
Reinhold, 1993, ch. 11. '

46. D. A. Van Blerkom, C. Fan, M. Blume, and S. C. Esener, "Transimpedance
receiver design optimization for smart pixel arrays," Journal of Lightwave
Technology, vol.16, pp. 119-126, 1998.

47. R. J. Hoss, FiberOptic Communications Design Handbook, Prentice Hall, Inc.:
New Jersey, USA, 1990, pp. 154-158.

48. Yuri Boiko, private communication, October, 1998.

V-41



